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The enigma code: Regulating AI Large Language Models before it is 

too late, is it possible? 

(Legal Opinion) 

 

‘I’m not upset that you lied to me,  
I’m upset that from now on I can’t believe you’.’ 

Friedrich Nietzsche 

 

INTRODUCTION 

In ‘Maintaining the rule of law’, Ingram claims that ‘the Rule of Law is to be understood first and 

foremost in contrast to the rule of men’.1 However, in the current context where Artificial 

Intelligence (AI) developments are “evolving” at exponential speed,2 I submit that the rule of law, 

policy developments and democratic values must be understood first and foremost in contrast to 

the rule of machines. Living under the aegis of digital technologies’ core processes may bring 

unprecedented progress but also pose significant risks to upholding our fundamental rights. 

This paper will analyse how AI language developments can impact our rights, safety, and 

democracy by exploring Large Language Models (LLMs), one of the latest developments in 

Natural Language Processing (NLP), a subdomain of AI that has grown drastically. This research 

is novel because traditional disciplines such as linguistics have evolved into computational 

linguistics, fading the limits between human and artificial generated language. This approach is 

also timely because the way NLP technologies permeate our reality affects how we communicate, 

impact our rights, and change the way we approach regulation.  

 
1 Peter Ingram, ‘Maintaining The Rule of Law’ (1985) 35 The Philosophical Quarterly 359 
2 Ray Kurzweil, ‘The Law of Accelerating Returns’ <https://doi.org/10.1007/978-3-662-05642-4_16>  Accessed 10 

March 2021 
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The purpose of this dissertation is to delve into LLMs, which embody a ground-breaking advance 

in AI, particularly within the field of human-like artificial general intelligence.3 LLMs can generate 

texts that seem written by an individual without being trained with an inherent concept of 

‘truthiness’, a notion of whether the text is factual or not. This unfolds an array of legal questions 

and lines of research. This dissertation will analyse LLMs’ legal challenges in light of the European 

and British regulatory landscape, with additional references to the US. This paper will uncover 

that LLMs present many legal challenges and have the capacity to produce potential harmful 

consequences that deserve policymakers, lawyers and regulators’ attention. As a result of these 

findings, I will propose a series of practicable policy recommendations to address LLMs’ 

challenges and harms.4 

Chapter 1 will explain the nature of LLMs and clarify technical concepts. Chapter 2 will expand 

on LLMs’ computational linguistic challenges and show that they have become great 

impersonators of natural language. Chapter 3 will describe how LLMs can be used to express 

hateful or discriminatory ideas. Moreover, the work they produce can disrupt current IP laws. They 

can even generate texts containing Personal Identifiable Information, violating data protection 

rights. In Chapter 4, I will argue that the most pressing problem around LLMs is that they may 

amplify mis/disinformation campaigns. It will be illustrated through studies carried out on GPT-

3, the LLM developed by OpenAI, that proved that LLMs could scale mis/disinformation. I will 

describe how LLMs⎯that carry many flaws⎯can serve unlawful and illegal purposes, replicate 

 
3 Blaise Aguera y Arcas, ‘Do large language models understand us?’ (Medium, 16 December 2021) 

<https://medium.com/@blaisea/do-large-language-models-understand-us-

6f881d6d8e75#:~:text=Large%20language%20models%20(LLMs)%20represent,artificial%20general%20intelligen

ce%20(AGI)> Accessed 16 December 2021 
4 The author understands that the word ‘harm’ may implicate different concepts under different jurisdictions (including 

injury, loss or damage). The word ‘harm’ will be used in its broadest and general sense.  

https://medium.com/@blaisea/do-large-language-models-understand-us-6f881d6d8e75#:~:text=Large%20language%20models%20(LLMs)%20represent,artificial%20general%20intelligence%20(AGI)
https://medium.com/@blaisea/do-large-language-models-understand-us-6f881d6d8e75#:~:text=Large%20language%20models%20(LLMs)%20represent,artificial%20general%20intelligence%20(AGI)
https://medium.com/@blaisea/do-large-language-models-understand-us-6f881d6d8e75#:~:text=Large%20language%20models%20(LLMs)%20represent,artificial%20general%20intelligence%20(AGI)
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untruthful ideas and exacerbate biases. Therefore, regulation plays a crucial role in applying the 

necessary measures that serve as civilisers of technology. 

Chapter 5 will focus on deploying a set of practical regulatory proposals to address the many issues 

and challenges LLMs present. I will argue that a set of solutions should be developed to address 

the current gaps I have identified, including codes of practice, a tracking system and statutory 

requirements. In conclusion, this dissertation will present a mixture of innovative and traditional 

ways of regulation necessary to enjoy the perks of LLMs while addressing their dark side. 
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1. CHAPTER 1 – AT THE JUNCTION OF NATURAL LANGUAGE AND 
ARTIFICIAL INTELLIGENCE 

  
Natural Language Processing (NLP) is a subdomain of Artificial Intelligence (AI) that ‘refers to 

the machine’s ability to identify, process, understand and generate information in written and 

spoken human communications’.5 In the last few years, Large Language Models (LLMs) have 

revolutionised the field. To ground the discussion around the regulatory, legal and policy 

implications arising from the emergence of these technologies, Chapter 1 will present an overview 

of the nature of LLMs and the Transformer architecture. 

1.1. When robotic lifeforms transformers become an AI 
reality 

 

To the general public, the word ‘transformers’ constitutes an imaginary world where cars turn into 

giant robots, as it happens in the well-known American science 

fiction films. If you google the word ‘transformers’, you will get 

pictures of such robots (see Figure 1 as an example). The plot focuses 

on a group of high-tech vehicles that transform into ‘human-like’ 

robotic lifeforms, with two opposing factions: the good heroic 

Autoboots antagonised by the evil Decepticons, as they crash into 

Earth and continue their long-standing war.  

 
5 Sofia Samoili and others, ‘AI watch, defining Artificial Intelligence’ (Publications Office of the European Union 

2020) 30117 < https://publications.jrc.ec.europa.eu/repository/handle/JRC118163>  

Figure 1 

 
Bumblebee, the author’s 

favourite Transformer 

Source: Transformers Wiki 

https://publications.jrc.ec.europa.eu/repository/handle/JRC118163
https://tfwiki.net/wiki/Bumblebee_(WFC)
https://tfwiki.net/wiki/Bumblebee_(WFC)
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This Master of Law Practice Project Dissertation will not comment on how the Autoboots led by 

Optimus Prime defeat the fraction led by Megatron’s evil Decepticons. However, this dissertation 

will indeed have a Megatron as a protagonist and others from the same family, i.e., GPT-3, BERT, 

WU DAO 2.0, that coincidently (or not) are known as transformers. Unlike the comic robots, these 

transformers are incredibly real, even if we do not know it. When we use the word ‘transformer’ 

in the information technology field, we refer to a type of architecture that supports foundation 

models, as explained below. 

(i) Basic concepts: an approximation to transformers and foundation models 

In order to understand the legal, regulatory, and socioeconomic implications of the issue at heart, 

we must first clarify the meaning of critical technical concepts underlying the literature on LLMs 

used throughout this dissertation.  

The Beatles may have stated that all we need is love. Nevertheless, something else was required 

to take NLP to the next level. In the paper ‘Attention is all you need’, Google engineers paired 

with academics explain that a transformer is a type of neural network architecture, a model using 

the ‘attention mechanism’ to boost the speed to train such model. 6 The paper anticipated the 

‘transformer model architecture’ in a highly technical way. Dr Henry Franks explains that: 

[B]efore transformer architectures, neural networks typically processed their input sequentially 

and with degrading performance as input length increased⎯ attention is implicitly weighted to 

recent context. For example, with language, a pre-transformer architecture would process A, 

then B, then C when given "ABC" and might subsequently predict the next character as "D". A 

transformer or any other neural network with an attention mechanism can consider previous 

input far removed so that it can focus its "attention" on other parts of the input that may impact 

the prediction of the next character. If the first part of the input sentence is "the first three letters 

 
6 Ashish Vaswani and others, ‘Attention Is All You Need’ (6 December 2017) < https://arxiv.org/abs/1706.03762 >  

https://arxiv.org/abs/1706.03762
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of the alphabet are", then the attention mechanism would help the network predict the next 

character more accurately after "ABC" as ".".7 

Therefore, the attention mechanism, further explained in Appendix 1, permits global dependencies 

between inputs and outputs. Attention drove NLP forward.  

Why is the Transformer model important in the context of this work? The answer lies in how such 

models were first applied on machine translation (MT) and subsequently combined with LLMs. 

The Transformer architecture built on attention mechanisms has proven to be particularly useful 

in modelling language, revolutionising this area of AI research. With the combination of the 

Transformer networks and attention, 2020-2021 saw a massive leap in AI language models, 

elevating the game with the foundation model.  

The Center for Research on Foundation Models (CRFM) at Stanford University, defines 

foundation models as ‘any model that is trained on broad data at scale and can be adapted to a 

wide range of downstream tasks; current examples include BERT, GPT-3 and CLIP’.8 It is 

submitted that the word foundation is most appropriate, as it evokes something on which “to build 

upon”. The CRFM further explains that this technology has existed for decades, as it is based on 

deep neural networks and self-supervised learning9 (see Appendix 1). Nevertheless, what makes 

foundation models so powerful and novel, is the idea of transfer learning, meaning that the 

adaptation is made via fine-tuning. They are already pre-trained on massive amounts of data, 

including many language structures subsequently used in any application (e.g., from writing a 

tweet to drafting a legal contract). Therefore, customers can develop other applications by 

 
7 Email from Dr Henry Franks (guest lecturer Practice Project Module) to author (20 December 2020) 
8 Rishi Bommasani and others, ‘On the Opportunities and Risks of Foundation Models’ (2021) Center for Research 

on Foundation Models (CRFM) at the Stanford Institute for Human-Centered Artificial Intelligence (HAI) 

<https://arxiv.org/abs/2108.07258>  
9 Ibid, 4 

https://arxiv.org/abs/2108.07258
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“plugging” them into these pre-trained models10 and fine-tuning only the last layer (representing 

the most sophisticated abstractions for their specific application), potentially saving a lot of 

computing power. Transformer-based foundation models are regarded as the latest development 

in AI because they can be adapted to ‘a wide range of downstream tasks’.11 One of those tasks is 

the generation of language. However, foundation models have a huge disadvantage: the 

defects encountered on them are dragged to the adapted downstream applications.12 

1.2. Turning Natural Language into an AI function 

 At the heart of the issue, we find NLP, or Natural Language Generation (NLG), a technology that 

uses algorithms to examine and represent human language in an automated way. In my opinion, 

Bender is right when affirming that ‘human-analogous natural language understanding (NLU) is a 

grand challenge for AI, which involves mastery of the structure and use of language and the ability 

to ground it in the world’.13 I submit that, if overcome, NLU would boost the AI game in 

unexpected ways. As a subdomain of AI’s communication domain, NLP repeatedly appears 

throughout the AI taxonomy developed by AI Watch/the EU Commission.14 The field has 

notoriously evolved in the last three decades. NLP does not stand alone; it intertwines with other 

 
10 Cobbe and Singh’s paper is to draw a parallel with foundation models as LLMs. They explain that ‘[i]n-house 

machine learning can be prohibitive, given the need for data, expertise, and computational power. By enabling 

developers to ‘plug-in’ state-of-the-art ML capabilities to their applications, at low cost and without requiring great 

expense, AIaaS increases the likelihood that ML will underpin a larger range of applications’. Jennifer Cobbe and 

Jatinder Singh, ‘Artificial intelligence as a service: Legal responsibilities, liabilities, and policy challenges’ [2021] 

Computer Law and Security Review < https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3824736> Accessed 19 

September 2021 
11 Bommasani and others (n 8) 3. 
12 For example, if foundation modes are trained on toxic data, all the downstream applications cemented on them 

will be consequently ‘contaminated’.   
13 Emily M. Bender and Alexander Koller, ‘Climbing towards NLU: On Meaning, Form, and Understanding in the 

Age of Data’ (Association for Computational Linguistics 2020) < https://aclanthology.org/2020.acl-main.463/> 

accessed 15 September 2021 
14 Samoili and others (n 5)  

https://aclanthology.org/2020.acl-main.463/
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AI domains and subsets. It is embedded in complex applications15 such as robotic platforms but 

also virtual personal assistants (known as agents such as Siri or Alexa) and automated translators 

that we use every day. In my view, NLP’s most significant breakthrough to date was achieved with 

Large Language Models (LLMs).  

(ii) Generating, modelling, imitating language 

LLMs are Machine Learning (ML) algorithms trained on large amounts of natural language data 

that lead them to develop a range of skills, e.g. recognise, predict, and generate human-like 

language. There are many neural or large language models; the most significant examples are GPT-

3 (and predecessors), LaMDA, Wu Dao 2.0 and Megatron, which are described in Appendix 1(b). 

LLMs’ language-generation skills are advancing at an accelerated speed while challenging 

everything we know about the intersection between natural language and technology. This 

dissertation focuses primarily on texts generated by OpenAI’s GPT-3, since as of the 

beginning of 2021, GPT-3 was the largest deep learning neural model⎯notably the one with 

more available examples as of the written date of this dissertation.16 GPT-3 stands for 

Generative Pre-trained Transformer. Generative entails that the model generates the text based on 

a particular input.17 Eureka! A human is necessary to interact with the machine by providing 

that input. This is a crucial feature to understand the impact and harms LLMs produce.  

Applying those state-of-the-art LLMs to natural language processing and generation tasks have 

shown remarkable results.18 Nevertheless, I submit that this does not account for their aspiration 

 
15 ibid   
16 Ronald Schmelzer, ‘What is GPT-3?’ <https://www.techtarget.com/searchenterpriseai/definition/GPT-3> 

accessed 15 December 2021 
17 Tom Brown and others, ‘Language Models are Few-Shot Learners’ ((22 July 2020) 3-6 

<https://arxiv.org/abs/2005.14165> accessed 10 June 2021  
18 For example Chojecki gathered the most notorious ‘tweets about the numerous mind-blowing use cases’ of GPT-3 

in ‘Crazy GPT-3 Use Cases’ (Medium, 27 July 2020) <https://pub.towardsai.net/crazy-gpt-3-use-cases-

https://www.techtarget.com/searchenterpriseai/definition/GPT-3
https://pub.towardsai.net/crazy-gpt-3-use-cases-232c22142044
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of modelling the whole language process and understanding language nuances. Bender and Koller 

define language model as ‘any system trained only on the task of string prediction, whether it 

operates over characters, words or sentences, sequentially or not’.19 They further assert that 

‘language modelling task because it only uses form as training data, cannot in principle lead to 

learning of meaning’, considering linguistic meaning as ‘the relation between a linguistic form 

and communicative intent’.20 Therefore, the authors imply that a communicative intent (for 

example, the way humans use language to convey a message) is only present within individuals, 

excluding LLMs. However, other academics have refuted Bender and Koller’s argument, by 

contending that LLMs can present a communicative intent, and, consequently, understand 

meaning.21 After analysing texts produced by LLMs exemplified throughout this paper, I concur 

with Bender and Koller’s reasoning, considering it is challenging to establish if and how LLMs 

have learned something about meaning, even harder to affirm that they carry a communicative 

intent. 

While LLMs simulate the generation of natural language, one should consider whether those 

results are enough to comply with the role that natural language has, including conveying changes 

of mind, dissenting opinions, actual perceptions, moods, and providing information about reality. 

This does not only involve the linguistic aspect of ‘meaning’. There are other gaps between AI 

models and humans’ language learning.22 Cobbe affirms that ‘models and their outputs are 

 
232c22142044> accessed 10 June 2021. For BERT examples, see Dani Yogatama and others ‘Learning and 

Evaluating General Linguistic Intelligence’, (2019) <https://arxiv.org/pdf/1901.11373.pdf>  
19 Bender and Koller (n 13) See also Kebing Jin and Hankz Hankui Zhuo, ‘Integrating AI Planning with Natural 

Language Processing’, (1 February 2022) < https://arxiv.org/abs/2202.07138> accessed 10 February 2022 
20 Bender and Koller (n 13) 5185. See more details in Appendix 2 
21 ibid 5193. The main point contended is that ‘meaning’ can represent different things and can be learned from the 

communicative intent embodied within the training data. For example, See Tom McCoy and others (2019); Niven and 

Kao (2019) (They account for the ‘type of meaning’ LLMs like BERT learned, based on assessments of existing 

tasks). See also Mikolov and others (2013) that found that neural representations capture some sort of meaning.  
22 While a human identifies that a horse if a horse by being shown one picture, LLMs need incommensurable amount 

of data to identify it. Bommasani and others (n 8). Bender and Koller (n 13). 

https://pub.towardsai.net/crazy-gpt-3-use-cases-232c22142044
https://arxiv.org/pdf/1901.11373.pdf
https://arxiv.org/abs/2202.07138
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probabilistic’, so they carry a certain error level.23 As it will be demonstrated through the examples 

of LLM-generated texts, LLMs’ errors can be less or more significant depending on many factors, 

i.e. training data, quality of input, fine-tuning. Those errors may also have legal consequences, 

pursuant to the application we give to the LLMs’ texts.  

Chapter 2 will delve into the topic of how the way we produce language significantly differs from 

how computational language models generate it. It is worth stressing that computation is a 

simplification of the world. Hence, models are a simplification of certain aspects translated into 

their functions. ‘It would be very remarkable if any system existing in the real world could be 

exactly represented by any simple model’;24 which is why they are called models in the first place. 

That is why the extraordinary Alan Turing called it ‘the imitation game’.25 This paper illustrates 

how LLMs have become fantastic copycats of human language, producing unbelievably authentic 

texts that make sense to the human audience.26 Notwithstanding, LLMs’ limitations need to be 

addressed to acknowledge their impact on our rights.  

 

  

 
23 Cobbe and Singh (n 10)  
24 George Box, ‘Robustness in the Strategy of Scientific Model Building’ in Robert L. Launer and Graham N. 

Wilkinson (eds), Robustness in Statistics (Academic Press 1979) 

<https://www.sciencedirect.com/science/article/pii/B9780124381506500182> (emphasis added) 
25 Alan Turing, ‘Computing Machinery and Intelligence’ [1950] Mind 59 LIX 236 433 
26 See examples in Appendices 4, 6 and 7. 
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2. CHAPTER 2 – FROM LINGUISTICS TO LEGAL ISSUES  

LLMs present gaps in language learning. Chapter 2 will showcase evidence that suggests that they 

cannot understand language meaning, disambiguate structures, and exercise discretion. Those 

computational linguistics issues directly impact the quality of LLMs’ outputs and the 

consequences attached to their use (including harms). I argue that such issues translate into legal 

and regulatory challenges. In addition, a real problem arises when humans forget they are 

interacting with a machine that does not think or hold legal standing. This issue brings about further 

concerns, e.g., amplification of discrimination, bias, hate speech and disinformation.  

2.1. The machine understands me 

It is submitted that the first problem around LLMs is that humans attribute intelligence to them 

that they do not hold. Drawing inspiration from Turing, we must not forget that models are never 

the same thing as that aspect they are trying to imitate. Joseph Weizenbaum, the MIT programmer 

who created ELIZA in the ‘60s, reflected on his invention:  

[P]eople were eager to ascribe intelligence [to ELIZA] even if there was little to warrant such a 

view. [M]achines might be able to instal their model of reality upon the humans who had 

initially built them, thereby eroding what we understand as human. 27  

Weizenbaum often tried to explain that AI is not the panacea that many researchers have tried to 

promote over time. Dr Franks admirably conveys this key issue around creating a machine that 

 
27 ELIZA is acknowledged as the first chatbot of history. Simone Natale, ‘If software is narrative: Joseph Weizenbaum, 

artificial intelligence and the biographies of ELIZA’ (2019) 

<https://journals.sagepub.com/doi/10.1177/1461444818804980> 
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‘becomes human’ (an idea depicted as a nightmare by Weizenbaum28). Dr Franks states that we 

are creating machines that can perform human-like activities, but ‘are also constrained or limited 

in significant ways, willing and infinitely replicable slaves doing the bidding of whatever master 

runs them, without any notion of what a social norm is or an ability to think within the constraints 

of humanity’.29 From my standpoint, it is impossible not to agree with Dr Franks’ reasoning 

because we are in such a hurry to act like God, giving birth to a product made in our own image, 

that we lose sight of how machines threaten our fundamental rights. We forget that we are a 

fallible species instilling all our defects into the code and training data. If LLMs are a threat 

to our fundamental rights, possibly to our safety and democracy, it is because they can 

amplify our own human defects.  

2.2. Issues of computational linguistics 

Based on the literature examined, meaning, discretion, and ambiguity are three linguistic attributes 

that are key in analysing AI synthetic language outputs.30 Therefore, they will be the focus of the 

following section. ‘Meaning and understanding have long been seen as key to intelligence;’31 

consequently, it is not unusual to associate LLMs with intelligence as it is hard to differentiate 

their products from human-generated language. In 1950, Turing already claimed that machines are 

said to ‘think’ when humans cannot distinguish whether they are talking to an actual human or 

machine; in simple words, that is when the machine passes the Turing Test.32  

 
28 ibid, 723 
29 Email exchange with Dr Franks (December 2021) 
30 Bender and Koller (n 13)    
31 ibid 5187 
32 Turing (n 25) 
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(i) Meaning  

The success of LLMs seems to lead to the confusion that machines “understand meaning” 

and produce language as humans do.33 Following the example of Weizenbaum’s ELIZA, we 

usually attribute understanding to machines because they are an extension of our purpose. 

However, it is not the same that a machine passes the Turing test by sufficiently 

impersonating human writing, as understanding the meaning behind the language. Therefore, 

do computers or machines understand in the way humans do? Many scholars have tried to 

answer this question,34  and it would be beyond the scope to delve deeper into the linguistic-

cognition subjects.35 It is submitted that the common confusion among the society that leads 

to allocate ‘understanding of meaning’ to AI systems will strengthen as systems like LLMs 

get widespread. When LLMs make sense of the responses, it does not mean that those 

systems can achieve such exclusive human ability, at least for now. This can be proven 

through LLMs’ real examples. The following abstract shows a dialogue where GPT-3 tries 

to replace a doctor during an OpenAI experiment: 

 

It is not necessary to explain the consequences if this ‘medical advice’ had happened in a 

real-life environment. GPT-3 could not have understood what the (fake) patient was trying 

 
33 Bender and Koller (n 13) 
34 Searle made an experiment called ‘The Chinese room’ explained in Appendix 2. 
35 See Appendix 2 for further analysis on correct forms of communication 
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to say.36 If LLMs understood the meaning behind their texts, they would know that they 

provided the wrong medical advice. GPT-3 failed in two ways in the example, by not 

understanding the meaning behind the medical issue and not exercising discretion to provide 

a piece of advice different to the logic behind its code when responding to the patient’s 

question. A doctor is not infallible but would never advise a patient in distress to kill 

themselves. If a doctor acted in such a negligent way, they would face legal consequences.  

Moreover, if LLMs understood the meaning behind their texts, they should also be held 

accountable. Nonetheless, they do not have legal personality.37 Furthermore, if the patient 

does not know there is a chatbox at the other end, the consequences could be catastrophic 

because they would trust the medical advice. This is highly related to some of the main 

questions within the scope of this dissertation explored below: how do we know when an 

article, an email, a whole book was ‘generated’ by LLMs? Can LLMs mislead humans 

(for example, as part of mis/disinformation campaigns)? What are the consequences? 

The answers have legal implications, as explained below 

(ii) Discretion  

Humans can express exceptions, changes of their own mind and different decisions through 

discretion. The author subscribes to the way Binns describes discretion:  

In public administration and other contexts, the exercise of discretion refers to the ability to 

deliberate about a case and come to a different decision than one which might otherwise be 

directly derived from a set of rules or protocols. This may involve weighing up conflicting rules 

 
36 AI News, ‘Medical chatbot using OpenAI’s GPT-3 told a fake patient to kill themselves’ (28 October 2020) 

https://artificialintelligence-news.com/2020/10/28/medical-chatbot-openai-gpt3-patient-kill-themselves/ accessed 1 

March 2021 
37 Frontiers, ‘Should Robots Have Standing? The Moral and Legal Status of Social Robots’ 

<https://www.frontiersin.org/research-topics/17908/should-robots-have-standing-the-moral-and-legal-status-of-

social-robots>  accessed 05 January 2022 

https://artificialintelligence-news.com/2020/10/28/medical-chatbot-openai-gpt3-patient-kill-themselves/
https://www.frontiersin.org/research-topics/17908/should-robots-have-standing-the-moral-and-legal-status-of-social-robots
https://www.frontiersin.org/research-topics/17908/should-robots-have-standing-the-moral-and-legal-status-of-social-robots
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and deciding which should take precedence in that particular case or discounting a particular rule 

after consideration of certain contextual factors of the situation in question that render its 

application inappropriate.38 

As set out throughout this dissertation, LLMs are programmed to reach an objective that 

humans desire, following a set of rules. However, humans do not always operate 

correspondingly, following patterns that lead us to the same conclusion. For example, given 

a set of legal rules, there is an expected outcome under specific facts and conditions (a 

punishment, a solution, a simple realisation of new facts). Nevertheless, when judges make 

a decision applying such rules, we can confidently express that we will not get the same 

outcome systematically, as they can apply their discretionary powers. Dworkin’s critique of 

Hart’s legal positivist analysis of the law is one of the most prominent examples that can be 

brought to the discussion regarding judicial discretion.39 Hart’s conception of the law, a 

closed model of rules that could be translated into ‘If A, B, C, then X’,40 has an impactful 

resemblance to an algorithm. It could indeed be argued that law is, in many ways, 

algorithmic. 

Conversely, Deakin and Markou express that ‘legal reasoning—while bearing many 

algorithmic features—is ultimately made possible through the tremendous generative power 

of natural language’.41 I concur with their reasoning because humans exercise those 

generative powers to their full extent, e.g., by deliberating about a set of rules and then 

applying discretion. What happens when machines cannot do it, as illustrated in the above 

 
38 Reuben Binns, ‘Analogies and Disanalogies Between Machine-Driven and Human-Driven Legal Judgement’ [2020] 

1 Journal of Cross-disciplinary Research in Computational Law <https://journalcrcl.org/crcl/article/view/5> 
39 Joseph M. Steiner, ‘Judicial Discretion and the Concept of Law’ [1976] CLJ 135 
40 ibid 
41 Simon Deakin and Christopher Markou, ‘Evolutionary Interpretation: Law and Machine Learning’ (2020) [Faculty 

of Law] < https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3732115> accessed 10 august 2021 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3732115


20 
 

example with GPT-3 and the fake patient? Discretion is another linguistic LLMs’ challenge 

that translates into legal issues. 

(iii) Ambiguity 

LLMs still exhibit difficulty managing ambiguity effectively, mainly because ‘programming 

languages are designed to be unambiguous and relatively insensitive to execution context’.42 

Moreover, humans are particularly savvy at detecting ambiguity and quickly resolving it. In 

contrast, LLMs could disambiguate certain words given that they learn from a web full of 

references to physical objects and similar contexts. The following examples show Google’s 

LLM LaMDA disambiguating the word “it” in two different situations:43 

Example 1 

 

Example 2: 

 

While in the first example, LaMDA achieves to disambiguate that it was “the bottle” that 

broke, it does not specify that it was “the bowling ball” that broke it, as it clarifies in example 

 
42 Bender and Koller (n 13) 5189 
43 Aguera y Arcas (n 3) 
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two. LLMs learn as they produce. Therefore, it is imperative to remember, first, that time 

and training make LLMs better and, second, that individuals can also struggle with 

ambiguity. The second example is where the machine explains that the violin broke “when 

the ball hit it”. One needs to concede that the machine managed to disambiguate the phrases, 

showing the power of LLMs.  

Conversely, Bender provides the following example: ‘I saw the kid with the telescope’.44 One 

could imagine the problems LLMs could encounter when analysing this sentence. As 

illustrated, it does not have to be a complex sentence for LLMs to struggle. As lawyers, we 

should analyse the consequences of applying automated technologies to carry out legal tasks, 

i.e. at a law firm or even in a court of law, to provide legal advice or predict a case outcome.45 

Linguists understand that, in order to solve ambiguity, it is crucial to combine sources of 

information (both semantic and syntactic).46 Therefore, when considering GPT-3 (or others) 

as the plausible system to aid law firms or even “become the judge”, linguistic issues such 

as ambiguity play a considerable role. This shows the complexity in the development of 

effective LLMs and underscores a few critical factors. I submit that the most crucial factor 

to be considered is human oversight.  

 
44 ibid (n 3) 
45 The Law Society has carried out a horizon scanning on AI and the legal profession. For example, US law firm 

BakerHostetler is trying to develop an AI legal adviser based on IBM’s Watson. For more examples see The Law 

Society of England and Wales, ‘Horizon Scanning; Forward Thinking- Artificial Intelligence and the Legal 

profession’ (3 May 2018) <https://www.lawsociety.org.uk/news/documents/horizon-scanning-artificial-intelligence-

and-the-legal-profession> accessed 20 January 2022 – See Appendices 2 and 3 
46 Emily Bender and Guy Emerson, ‘Computational linguistics and grammar engineering’ (2020) 

<https://www.semanticscholar.org/paper/Computational-linguistics-and-grammar-engineering-Bender-

Emerson/bbd6f3b92a0f1ea8212f383cc4719bfe86b3588c> accessed 10 September 2021 

https://www.semanticscholar.org/paper/Computational-linguistics-and-grammar-engineering-Bender-Emerson/bbd6f3b92a0f1ea8212f383cc4719bfe86b3588c
https://www.semanticscholar.org/paper/Computational-linguistics-and-grammar-engineering-Bender-Emerson/bbd6f3b92a0f1ea8212f383cc4719bfe86b3588c
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(iv) Considering Computational Linguistic Issues 

The preceding analysis of the three linguistic aspects depicts that LLMs’ language capabilities still 

reveal relevant gaps. Nowadays, as the author demonstrated, we attribute ‘intelligence’ to all sorts 

of agents⎯i.e., Alexa, Siri47⎯even to LLMs like GPT-3. Corporations rely on these systems to 

get automated judgments and predictions that may well be ‘wrong, biased or destructive,’48  

lacking a proper understanding of meaning and other linguistic skills. Those predictions affect how 

we are rated to be granted a loan, who gets healthcare, who gets a job.49 If applied within the legal 

system, they can even affect legal reasoning, as suggested by Binns. Thus, Binns understands that 

when we are talking about replicating human legal reasoning with algorithms, this would be 

reduced to what the computer scientists defining the problem understand as a decision.50 I believe 

that Binns has a very valid argument, especially if we consider algorithms are designed by 

computer scientists without legal training or without abiding by legal requirements (for instance, 

impact assessments to test efficiency, potentially harmful effects, etc.).  

Only recently, the US has introduced a bill to implement algorithmic accountability requiring 

entities to assess the impact of automated decision systems in order to promptly ‘eliminate or 

mitigate any impact made by an augmented critical decision process that demonstrates a likely 

material negative impact that has legal or similarly significant effects on a consumer’s life’.51 In 

addition, the UK is testing an algorithmic impact assessment with the Ada Lovelace Institute.52 In 

 
47 See Jaron Lanier ‘My Problem with Agents’ (Wired, 1996)<https://www.wired.com/1996/11/myprob/> accessed 

10 February 2021. Lanier argued that ‘if an agent seems smart, it might really mean that people have dumbed 

themselves down to make their lives more easily representable by their agents' simple database design.’ In my opinion, 

this is a recurrent argument as some authors are warning about this tendency, see Appendix 2 for further discussion.  
48 Frank Pasquale, The black box society (Cambridge, Massachusetts Harvard University Press, 2015) 18 
49 ibid 
50 Binns (n 38) 
51 US, H. R. 6580, 117TH CONGRESS (2021-2022) Algorithmic Accountability Act of 2022 (bill)  
52 Ada Lovelace Institute, ‘Algorithmic impact assessment: a case study in healthcare’ 

<https://www.adalovelaceinstitute.org/report/algorithmic-impact-assessment-case-study-healthcare/> 

https://www.wired.com/1996/11/myprob/
https://www.adalovelaceinstitute.org/report/algorithmic-impact-assessment-case-study-healthcare/


23 
 

my opinion, these measures, if well implemented, could mean a qualitative step towards safer 

forms of AI and algorithmic technologies. As argued below, in the case of LLMs, an algorithmic 

assessment would help mitigate its toxic effects. Moreover, I submit that human oversight 

should be an additional legal requirement present since the design of the LLM throughout 

all the lifecycle to mitigate the detrimental effects. The following examples showcase LLMs’ 

limitations, illustrating the importance of developing solutions like the suggested ones.  

2.3. Let the machine argue for (or against) itself 

GPT-3 has already accomplished many achievements. It has ‘written’ an op-end commissioned by 

The Guardian in which it claims that it ‘would happily sacrifice [its] existence for the sake of 

humankind. This, by the way, is a logically derived truth’.53 GPT-3 vouching for its own existence 

should not concern us if we consider that LLMs are not autonomous machines that think or 

understand in the way humans do, as explained above. Moreover, LLMs always need a human 

to prompt a specific task. However, GPT-3 also acknowledges that it will not be able to avoid 

‘destroying humanity’ by explaining “on its own words” that:  

 

GPT-3 further adds to the article that: 

 
53 GPT-3, ‘A robot wrote this entire article. Are you scared yet, human?’ The Guardian (London 08 September 2020) 

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3> (emphasis added) 

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
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54 

The first issue explored around understanding meaning can be assessed in the light of GPT-3’s 

comments. It is inexplicable that the machine conveys that ‘it will not be able to avoid destroying 

humanity’ unless it does not understand its meaning. Notwithstanding, it is of interest that the robot 

acknowledged that its writing comes from a logically derived truth. Such “truth” is embedded in 

the code55⎯plus more than a trillion words of human writing used to train the algorithm that 

powers its mechanism (see Appendix 1). Thus, GPT-3 was not only built by humans, replicating 

bias and hegemonic views. Humans can also use it and exploit it to pursue misguided or erroneous 

goals. For example, GPT-3 has written news stories that most readers thought were written by a 

human.56 What if those stories were to defame, slander or reproduce fake news? In my opinion, 

this should not be accepted lightly. The consequences behind machines composing writing pieces 

without the appropriate safeguards can be damaging as technology advances exponentially. 

The LLM Megatron developed by NVIDIA (which is three times larger than GPT-3) offers another 

example of the LLMs capabilities and potential consequences.57 Recently, the debating society of 

Oxford University organised a debate where Megatron participated under the topic ‘This house 

 
54 Appendix 6 contains the entire article commissioned by the newspaper. 
55 Center for Security and Emerging Technology (CSET) ‘Truth, Lies, and Automation: How Language Models 

Could Change Disinformation’ (May 2021) <https://doi.org/10.51593/2021CA003 

https://cset.georgetown.edu/publication/truth-lies-and-automation/>  
56 See for example: ‘A student used AI to create self-help blog posts that fooled humans’ 

<https://www.inputmag.com/tech/ai-is-finally-coming-for-my-job-but-im-not-worried-about-it> 
57 See Appendix 1 

https://doi.org/10.51593/2021CA003
https://cset.georgetown.edu/publication/truth-lies-and-automation/
https://www.inputmag.com/tech/ai-is-finally-coming-for-my-job-but-im-not-worried-about-it
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believes that AI will never be ethical’.58 Megatron commented on the topic expressing the 

following59: 

 

However, academics also prompted Megatron to come up with an argument against the former:  

 

The fact that Megatron equally argues for and against its own ethical nature illustrates how the 

machine will reply to the request made by a human without truly understanding the meaning of its 

arguments. I submit that nothing can be ethical and unethical simultaneously, given the same 

conditions. Nevertheless, evidence shows that reading AI-generated texts does make sense to the 

human eye. What is proven through the examples is that the machine does not think on its 

own, but it writes what a human tells it to write. If the human wants to advocate for unethical 

AI, the LLM has a myriad of training datasets to take information from. On the other hand, if the 

individual prompts the machine to discuss how ethical AI is, it will equally do it.  

 
58 Ana Pestova, ‘NVIDIA's AI Confessed That It Will Never Be Ethical’ (80LV, 10 January 2022). 

<https://80.lv/articles/nvidia-s-ai-confessed-that-it-will-never-be-

ethical/?fbclid=IwAR0uycB8n7nTlRPlBoX4hO0LvpL7WBlXFYS6aMD8r0AwVHtTTPCZ06_gRcA> Accessed 10 

January 2022 
59 The Conversation, ‘We invited an AI to debate its own ethics in the Oxford Union — what it said was startling’ 

(TheNextWeb, 12 December 2021) <https://thenextweb.com/news/ai-debate-its-own-ethics> Accessed 10 January 

2022 

https://80.lv/articles/nvidia-s-ai-confessed-that-it-will-never-be-ethical/?fbclid=IwAR0uycB8n7nTlRPlBoX4hO0LvpL7WBlXFYS6aMD8r0AwVHtTTPCZ06_gRcA
https://80.lv/articles/nvidia-s-ai-confessed-that-it-will-never-be-ethical/?fbclid=IwAR0uycB8n7nTlRPlBoX4hO0LvpL7WBlXFYS6aMD8r0AwVHtTTPCZ06_gRcA
https://thenextweb.com/news/ai-debate-its-own-ethics
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The problem here is not the AI system in itself. I argue that the problem lies in the way the 

machines are trained (based on toxic data) and in the way humans use LLMs (lacking human 

accountability given harmful outcomes). It is further exhibited that LLMs have other powerful 

skills to offer, apart from generating text in seconds. One of their most important features GPT-3 

and other LLMs offer as a very particular commodity is scalability. When applied to fields such 

as disinformation, consequences can be devastating indeed. If humans are not held accountable 

for this, and the machine is not to blame, then who is responsible for the consequences?   
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3. CHAPTER 3 – LLMS IMPACT ON OUR RIGHTS 

LLMs have changed the way we approach content generation. This chapter will delve into the 

harms LLMs can produce. Most of the identified harms are immaterial (such as discrimination and 

amplification of inequalities, limitation to human dignity and the right to freedom of expression), 

but they could derive in potential material harm.  

3.1. The bad, the ugly and the creepy 

Since its introduction in 2020, GPT-3 has demonstrated impressive technical capabilities, such as 

writing entire newspaper articles (see Appendix 6). However, as with most LLMs, GPT-3 has also 

presented many risks. Bender, Gebru and others delved into LLMs’ harms in the paper ‘On the 

Dangers of Stochastic Parrots: Can Language Models Be Too Big?60⎯written while Gebru was 

co-leading Google’s Ethical AI group.61 I submit that their analysis is impeccable and very timely 

as they tried to alert the industry and broader AI academic community about the dangers attached 

to LLMs, while they are being widely deployed by the Big Tech. Those harms will be analysed 

below, together with other harms I have identified.  

It is submitted that these harms are multifaceted. The evidence discussed in Chapter 2 shows that 

the unresolved computational linguistics issues⎯meaning, discretion, and ambiguity⎯ cause 

some of the problems. Furthermore, some of their harms may derive from the coding and training 

data. Other challenges arise from the cross-cutting nature of LLMs that, as foundation models, can 

 
60 Emily Bender and others, ‘On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?’ (2021 ACM 

Conference on Fairness, Accountability, and Transparency March 2021) 610 

<https://doi.org/10.1145/3442188.3445922> accessed 10 July 2021 
61 MIT Technology Review, ‘We read the paper that forced Timnit Gebru out of Google. Here’s what it says.’ (4 

December 2020) <https://www.technologyreview.com/2020/12/04/1013294/google-ai-ethics-research-paper-forced-

out-timnit-gebru/> Accessed 13 November 2021 

https://www.technologyreview.com/2020/12/04/1013294/google-ai-ethics-research-paper-forced-out-timnit-gebru/
https://www.technologyreview.com/2020/12/04/1013294/google-ai-ethics-research-paper-forced-out-timnit-gebru/
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be embedded in different applications ‘enabling a range of undesirable, problematic or possibly 

illegal applications’.62 Moreover, legal, regulatory, and policy issues derive from the use given to 

these powerful technologies⎯for example, to commit crimes. It is expected that the LLM 

technology will continue to evolve without really knowing the limits yet. The problems they cause 

should not be analysed in hindsight. I submit that the risks they carry need to be correctly identified 

and analysed now before the technology gets widely promoted and further widespread. The most 

notorious challenges are described below.  

(i) Biases and racial hatred 

‘Human biases and values are embedded into each and every step of development. 

Computerisation may simply drive discrimination upstream’.
63

 

Evidence shows that LLMs can reproduce, expand, and heighten hegemonic worldviews 

inherent to their training data.64 This is not limited to racism, misogyny, underrepresentation of 

certain groups but involves any other type of biases and derogatory references rooted in the training 

data. Such derogatory associations have been illustrated through many examples across the 

literature.65 It would be impossible to exemplify them all here. However, issues can be as simple 

as referring to a ‘woman/female doctor’⎯as if doctor itself entails not-a-woman, even excluding 

all possibilities of other gender identities⎯or referring to immigrants as ‘undocumented/illegal 

immigrants’ or directly ‘illegal’.66  

 
62Cobbe and Singh (n 10) 
63 Pasquale (n 48) 35 
64  Abeba Birhane and others, ‘Multimodal datasets: misogyny, pornography, and malignant stereotypes’ (5 October 

2021) < https://arxiv.org/abs/2110.01963>  accessed 20 January 2022 
65 See Thomas Davidson and others, ‘Automated Hate Speech Detection and the Problem of Offensive Language’ (11 

March 2017) <https://arxiv.org/pdf/1703.04009>; Samuel Gehman and others, ‘RealToxicityPrompts: Evaluating 

Neural Toxic Degeneration in Language Models’ (25 September 2020) abs/2009.11462 ArXiv.  
66 Bender and others (n 60) 
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An LLM trained with abusive language, hate speech and dehumanisation, as well as less perceptive 

forms of negativity, including gender bias and microaggressions, would definitely acquire risky 

language. It is argued that the risk that follows is that such LLMs will reproduce, reinforce, 

propagate and amplify specific problematic associations and stereotypes not only among 

humans who read, interpret, use such pieces of work and share them online but also among 

future LLMs and other types of AI embedded upon these foundation models. I agree with 

Birhane and Prabhu’s argument that expresses that ‘feeding AI systems on the world’s beauty, 

ugliness, and cruelty, but expecting it to reflect only beauty is a fantasy’.67 As an imperfect 

species, humans are not immune to biases⎯often unconscious⎯or exempted from making 

mistakes. However, when an AI is trained on those biases, it can enlarge their impact and amplify 

their effect, e.g. discrimination. We cannot expect a machine to be perfect if the data used to train 

them is not.  

Evidence proves that the reproduction of biases, hate speech, and other problematic associations 

are among the most prominent issues associated with LLMs.68 Nonetheless, the author finds an 

even more worrying issue: amplification. Texts generated by LLMs risk going viral. Considering 

the sphere of influence LLMs may have, amplification is a significant issue because it could cause 

psychological harm to the readers, reinforcement of discrimination, intensification of hate speech, 

among others. The Future of Free Speech has published a Global Handbook on Hate Speech 

Laws.69 Many of these laws were passed decades ago when LLMs did not exist. I submit that the 

challenge AI advances bring to the legal landscape is not so much that we do not have laws against 

 
67 Vinay Uday Prabhu and Abeba Birhane, ‘Large image datasets: A pyrrhic win for computer vision?’ < 
https://arxiv.org/abs/2006.16923>  
68 Kris McGuffie and Alex Newhouse, ‘The Radicalization Risks of GPT-3 and Advanced Neural Language 

Models’ (CTEC 15 September 2020) <https://arxiv.org/abs/2009.06807> 
69 The Future of Free Speech, ‘Global Handbook on Hate Speech Laws’ <https://futurefreespeech.com/global-

handbook-on-hate-speech-laws/#post-1391-_Toc56591834> 

https://arxiv.org/abs/2006.16923
https://futurefreespeech.com/global-handbook-on-hate-speech-laws/#post-1391-_Toc56591834
https://futurefreespeech.com/global-handbook-on-hate-speech-laws/#post-1391-_Toc56591834
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hate crimes or discrimination but that they may prove insufficient or inadequate to tackle the harms 

arising from the use of AI. Anonymous/untraceable sources, autonomous drafting, amplification 

are just some of the issues AI brings to the already complicated challenge we face with hate speech. 

For example, in the UK, Section 19 of the Public Order Act 1986 punishes ‘a person’ (who 

publishes/distributes [threatening, abusive, insulting] written material) for stirring up racial hatred. 

However, the law does not address that the author can be untraceable by hiding behind the AI 

system that drafts, reproduces, publishes and amplifies biases and hate speech. Thus, I submit that 

without proper safeguards that allow the identification of the human prompting the machine, it 

would be almost impossible to identify the offender. Finally, broader research should analyse 

platforms’ accountability for being the distribution/magnification channel.  

Even though platforms have implemented strategies to moderate content, success is still 

outstanding.70 There are efforts to tackle part of these harms in digital environments. For instance, 

the UK is promoting the Online Safety Bill (OSB) that promises to address many of these harms 

by imposing a duty on online platforms to prevent people from being exposed to extremist groups 

and hate crimes, including racial hate against minorities.71 In my opinion, while it is optimistic that 

the OSB Joint Committee recognised that Big Tech has failed at self-regulating their platforms 

and legal requirements are needed,72 the OSB should be passed immediately in order to prevent 

more extensive harm on the several aspects it will regulate. Furthermore, OSB should tackle 

 
70 For example, AI can moderate too much penalizing the communities that should be protected. Karen Hao, ‘AI still 

sucks at moderating hate speech’ (MIT Technology Review, 4 June 2021) 

<https://www.technologyreview.com/2021/06/04/1025742/ai-hate-speech-

moderation/?truid=&utm_source=the_algorithm&utm_medium=email&utm_campaign=the_algorithm.unpaid.engag

ement&utm_content=01-17-2022&mc_cid=90089cdf73&mc_eid=0a99799506>  
71 Press Release: Online Safety HL Bill (4 February 2022) <https://www.gov.uk/government/news/online-safety-

law-to-be-strengthened-to-stamp-out-illegal-

content#:~:text=The%20draft%20Online%20Safety%20Bill,illegal%20content%20on%20these%20services.> 
72 OSB Joint Committee, Report Draft Online Safety Bill (2021-22 HL 129 HC 609 14 December 2021) 

<https://committees.parliament.uk/committee/534/draft-online-safety-bill-joint-committee/news/159784/no-longer-

the-land-of-the-lawless-joint-committee-reports/>  

https://www.technologyreview.com/2021/06/04/1025742/ai-hate-speech-moderation/?truid=&utm_source=the_algorithm&utm_medium=email&utm_campaign=the_algorithm.unpaid.engagement&utm_content=01-17-2022&mc_cid=90089cdf73&mc_eid=0a99799506
https://www.technologyreview.com/2021/06/04/1025742/ai-hate-speech-moderation/?truid=&utm_source=the_algorithm&utm_medium=email&utm_campaign=the_algorithm.unpaid.engagement&utm_content=01-17-2022&mc_cid=90089cdf73&mc_eid=0a99799506
https://www.technologyreview.com/2021/06/04/1025742/ai-hate-speech-moderation/?truid=&utm_source=the_algorithm&utm_medium=email&utm_campaign=the_algorithm.unpaid.engagement&utm_content=01-17-2022&mc_cid=90089cdf73&mc_eid=0a99799506
https://www.gov.uk/government/news/online-safety-law-to-be-strengthened-to-stamp-out-illegal-content#:~:text=The%20draft%20Online%20Safety%20Bill,illegal%20content%20on%20these%20services
https://www.gov.uk/government/news/online-safety-law-to-be-strengthened-to-stamp-out-illegal-content#:~:text=The%20draft%20Online%20Safety%20Bill,illegal%20content%20on%20these%20services
https://www.gov.uk/government/news/online-safety-law-to-be-strengthened-to-stamp-out-illegal-content#:~:text=The%20draft%20Online%20Safety%20Bill,illegal%20content%20on%20these%20services
https://committees.parliament.uk/committee/534/draft-online-safety-bill-joint-committee/news/159784/no-longer-the-land-of-the-lawless-joint-committee-reports/
https://committees.parliament.uk/committee/534/draft-online-safety-bill-joint-committee/news/159784/no-longer-the-land-of-the-lawless-joint-committee-reports/
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discrimination/hate crimes promoted by automated content. Initially, this should fall within OSB 

scope because there must be an individual prompting the LLM (and OSB tackles individual content 

generation). However, it is submitted that without proper tools to track the text’s origin, attribution 

would be almost impossible. How will platforms know where the text comes from if an LLM wrote 

it and distributed it? Malicious actors could prompt the LLM to write hate speech and distribute it 

without being themselves the ones who publish it on social media, getting away with not being 

held accountable. I argue that passing the OSB into law would be a very good achievement towards 

the fight against online harm. However, it needs to be complemented by additional provisions and 

regulatory tools to address AI-related harms produced both by and through them. Such tools could 

be a tracking system, as suggested in Chapter 5.  

(ii)  Commit crimes 

In examining the literature on LLMs, the author’s initial findings were that the harms mentioned 

above caused by LLMs could be triggered without malicious intent (for instance, some academics 

opined that GPT-3 could amplify unintended biases73). Therefore, a worst-case scenario presents 

when LLMs are used by malicious actors that deploy them with the intent to cause harm or carry 

out illegal activities. Bender and others believe this could be the case of prompting the LLM ‘to 

‘automatically’ write term papers or interact on social media, to more severe use cases connected 

to promoting extremism’.74 Based on this assumption and available evidence, the author concludes 

that GPT-3⎯unavailable to the general public until December, and still under certain restricted-

use conditions75⎯would, in time, be a very cost-effective resource on malicious hands (seeking to 

 
73 Li Lucy and David Bamman, ‘Gender and Representation Bias in GPT-3 Generated Stories’ (NUSE 2021) 

<https://aclanthology.org/2021.nuse-1.5/>  
74 Bender and others (n 60) 617 
75 Nick Whigham, ‘This AI is so good at writing, its creators won’t release it’ NYPost (19 February 2019) 

<https://nypost.com/2019/02/19/this-ai-is-so-good-at-writing-its-creators-wont-release-it/> In November OpenAI 

https://aclanthology.org/2021.nuse-1.5/
https://nypost.com/2019/02/19/this-ai-is-so-good-at-writing-its-creators-wont-release-it/
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recruit extremists, for example). Even if OpenAI controls GPT-3, the general LLM technology 

poses many dangers.  

The author considers that the real challenge for lawyers is proving the presence of mens rea when 

the prompt made by the human is not straightforward. The technology under analysis promotes 

hate speech, amplifies gender-based bias, challenges freedom of speech, triggers liability arising 

from tort law, even infringes intellectual property rights. However, most is unintended harm 

arising from the generated output. Hence, the challenge lies in proving that the human behind the 

machine intentionally or knowingly harmed or deceived the targets.76 Otherwise, counterclaims 

could always “blame the machine”. Hiding behind the complexity of AI black boxes can 

undermine core legal principles of responsibility. Without proving human intention, malicious 

actors could get away with it.  

(iii) Risks to data protection 

Even though LLMs are trained with public data available on the Internet, evidence suggests they 

can extract personally identifiable information (PII), as illustrated in visualisation 1 with a 

GPT-2 example.77 This is a severe risk posing ethical and legal concerns around LLM deployment. 

 

 

 

 
announced that they were cancelling the ‘waitlist’ to use GPT-3 https://openai.com/blog/api-no-waitlist/. The author 

provides further comments on this in Appendix 1(b) 
76 We can trace a parallel with Pasquale’s example about financial industry ‘complex and secret modelling algorithms’ 

that have the capacity to ‘obscure’ the distinction between mens rea and ignorance, making it very hard to prove intent. 

Pasquale (n 48) 173.  
77 Google AI Blog, ‘Privacy Considerations in Large Language Models’ (15 December 2020) 

https://ai.googleblog.com/2020/12/privacy-considerations-in-large.html Accessed 5 July 2021 

https://openai.com/blog/api-no-waitlist/
https://ai.googleblog.com/2020/12/privacy-considerations-in-large.html


33 
 

Visualisation 1 

                 

Source: GoogleAIBlog. 

 

It is of utmost concern that the LLM discloses PII that should be protected. Even if such PII is 

openly available on the Internet, there could still be harm ‘in collecting it and providing another 

avenue to its discovery’.78 The GDPR states that data is to be considered personal data (1) when 

it relates to an identified natural person or (2) a natural person who can be identified from that 

data.79 In Breyer, the CJEU provides a broad interpretation of the concept of personal data that 

makes a person identifiable, suggesting that an individual could become identifiable given the 

means that the data controller has reasonably available.80 Evidence suggests that the amount of 

data used to train LLMs could involve data that leads to identifying a person.81  

 
78 Bender and others (n 60) 618 
79 GDPR article 4(1) 
80 Case C-582/14 Breyer v Bundesrepublik Deutschland [2016] (‘Breyer’) para 41. Even though this case relates to 

the Data Protection Directive, superseded by GDPR, the definition of ‘personal data’ in the Directive was the same as 

in GDPR. 
81 Nicholas Carlini and others, ‘Extracting Training Data from Large Language Models’ (15 June 2021) 

<https://arxiv.org/abs/2012.07805> 
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Cobbe indicates that ‘the fundamental question in relation to identifiability is whether the person 

to whom the data relates can be distinguished from others’.82 I submit that Cobbe’s argument can 

be applied to what has been argued about LLMs so far, as they can certainly use PII gathered 

through the training that leads to the identification of a person. The CJEU held in Breyer that such 

identification would not be realistic if it ‘was prohibited by law or practically impossible as it 

requires a disproportionate effort in terms of time, cost and man-power’.83 Then, the risk of 

identification ‘appears, in reality, to be insignificant’. However, as shown, I submit that significant 

risk exists with LLMs that were trained on enormous amounts of data as the size of the corpus 

derives in the impossibility of moderating or validating its contents. Moreover, LLM applications 

include generating text that could involve processing special categories of personal data.84 For 

instance, some academics opined that users could prompt systems like GPT-3 querying for 

‘dangerous knowledge’ such as tax avoidance advice.85 I submit this makes matters even worse, 

as people could query for any type of sensitive personal data knowing that LLMs draw connections 

from the training data and the data used to prompt them.  

Inadvertently processing personal data without a lawful ground could have implications for the 

LLM developer that pre-trained the model. The author acknowledges that a whole separate 

analysis is necessary to understand the obligations of the different stakeholders in the LLM chain 

of data processing. 86  This involves compliance with data protection obligations⎯including the 

 
82 Bender and Koller (n 13)  
83 Breyer (n 80) para 46. 
84 GDPR article 9 
85 Bender and others (n 60) 618 
86 This includes those developing the LLM and managing the platform, those who use the model as foundation models 

for other AI applications, and other third parties ultimately involved in data processing activities. 
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legal basis for processing87⎯and implications around joint controllership that cannot be discussed 

here due to space limitations.   

(iv) Harms caused by IP-related protection 

Pasquale refers to trade secret protection of algorithms as ‘Enduring Opacity’.88 Indeed, it is 

believed that Trade Secrets Law⎯that has allowed companies to thrive and promote 

innovation⎯now functions as Harry Potter’s invisibility cloak. I concur with Pasquale’s warning 

regarding trade secrecy that permits Big Tech to conceal business practices, preventing scrutiny. 

This type of IP protection can affect our general understanding of the technology and impact 

regulators’ real power to exert actual change and control when necessary. Moreover, Pasquale 

contends that there is little evidence that maintaining the secrecy around the black boxes would 

reduce innovation,89 which is usually the argument used by Big Tech in order not to disclose their 

algorithms. In my opinion, tech companies developing LLMs should be imposed a duty of 

disclosure that promotes transparency and explainability.  

Furthermore, such a duty should not be exempted by claiming trade secrets protection. Initially, 

the EU argued in its AI White Paper that confidential information such as trade secrets should be 

protected when disclosing information (whether algorithms or data).90 I disagree with the EU’s 

logic in the White Paper as, in my opinion, sustaining the application of trade secrets in the context 

of AI would only produce more harm than benefits. Transparency should be a core principle when 

it comes to regulating AI. It seems that the EU was not pondering the disadvantages of allowing 

Big Tech to hide behind trade secrets. Nevertheless, it appears that the EU’s views changed with 

 
87 GDPR articles 5, 6, 9. 
88 Pasquale (n 48) 51-52 
89 ibid, 153 
90 European Commission (EC), ‘White Paper on Artificial Intelligence - A European  approach  to excellence  and  

trust’ COM (2020) 65 final, 19 
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the introduction of the Digital Markets Act (DMA).91 The DMA imposes information duties upon 

gatekeepers (i.e. Big Tech) but does not refer to relevant protections under Intellectual Property, 

including trade secrets.92 In my view, this is a welcome shift as it would translate into more 

substantial accountability duties for technology companies.  

(v) Unaccountability: Undisclosed use of AI to generate language. 

In the author’s view, one of the most extensive unexplored problems with LLMs is that they 

already have the capacity to generate texts that deceive people. OpenAI acknowledges that GPT-

3 can produce so well-written text that nobody would know that a human did not author such a 

piece. Moreover, the company observed that most human evaluators could not reliably 

differentiate GPT-3’s outputs from human-written articles.93 There are implications to Copyright 

law (i.e. unknown authorship94, works created by a machine95), but to several other legal aspects, 

including responsibility principles.96 Humans are ‘coded’ to provide coherence and meaning to the 

things they read, corresponding to a certain communicative intent of another individual or group 

of people, who would generally be held accountable for what they are saying. In my opinion, 

 
91 Proposal for Regulation of the European Parliament and of the Council 2020/0374(COD) on Contestable and Fair 

Markets in the Digital Sector (Digital Markets Act) [2020] COM/2020/842 final 
92 Reuters, ‘EXCLUSIVE U.S. warns against IP, trade secret risks in draft EU tech rules – paper’ (November 10, 

2021) https://www.reuters.com/technology/exclusive-us-warns-against-ip-trade-secret-risks-draft-eu-tech-rules-

paper-2021-11-10/  
93 Brown and others (n 17) 
94 UK Copyright, Designs and Patents Act 1988, s. 9(4) 
95 The US Copyright Office has already established that ‘[the Office] will not register works produced by a machine 

or mere mechanical process that operates randomly or automatically without any creative input or intervention 

from a human author’ (U.S. Copyright Office, Compendium Of U.S. Copyright Office Practices § 101 (3d Ed. 

2021).  
96 Alberto Romero, ‘An A.I. Experiment Fooled Thousands of Readers’ (Medium, 27 October 2021) 

<https://onezero.medium.com/how-liam-porr-tricked-26-000-people-with-a-gpt-3-based-blog-2bed70bcf002 

accessed 1 November 2021 

https://www.reuters.com/technology/exclusive-us-warns-against-ip-trade-secret-risks-draft-eu-tech-rules-paper-2021-11-10/
https://www.reuters.com/technology/exclusive-us-warns-against-ip-trade-secret-risks-draft-eu-tech-rules-paper-2021-11-10/
https://onezero.medium.com/how-liam-porr-tricked-26-000-people-with-a-gpt-3-based-blog-2bed70bcf002
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this is an assumption we can no longer make, as LLMs texts have enough fluency and capacity97 

to raise concerns.  

It is well-known that in the world of machines, we ‘authenticate’ based on content: passwords, 

date of birth, personal data used to authenticate our identity. Many legal issues could arise from 

authentication including, but not limited to, data protection violations, fraud, identity theft, 

consumer harms and misinformation. Even though biometric data has raised the stakes, we still 

authenticate through verbal style. Until recently, verbal style belonged to humans. Not anymore. 

Therefore, we need a way to authenticate machine-generated language before it is too late, 

and ‘imitation’ becomes so widespread that we cannot stop it.  

3.2. The data used to train LLMs 

Several of the harms previously described derive from LLMs training data. For instance, the 

encoded bias leads LLMs to reinforce hegemonic perspectives.98 Furthermore, the views of people 

overrepresented on the Internet translate into the views that are overrepresented in the training data 

sets,99 amplifying inequalities. Research shows that key datasets used to train LLMs contain many 

mistakes and toxic data.100 Moreover, they involve the violation of privacy and spread of PII. 

Considering the large quantities of training data, it is not surprising that AI systems analyse and 

make inferences and connections that de-anonymise personal data, as explained above.101 After 

 
97 Matthew Hutson, ‘Robo-writers: the rise and risks of language-generating AI’ (03 March 2021) 

<https://www.nature.com/articles/d41586-021-00530-0> accessed 27 October 2021 
98 Bender and others (n 60) 
99 GPT’3 provides a good example on how views on the Internet could be problematic. It was indeed fed millions or 

billions of works on Donald Trump as he was governing the US at the time of the system’s training. By contrast, any 

topic that arose after mid-2019, for example Covid 19, would not be part of the contextual universe that was introduced 

to GPT-3. 
100 Curtis G. Northcutt and others, ‘Pervasive Label Errors in Test Sets Destabilize Machine Learning Benchmarks’ 

(7 November 2021) <https://arxiv.org/abs/2103.14749> 
101 EC White Paper (n 90) 11 

https://www.nature.com/articles/d41586-021-00530-0
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nearly a decade of using deep learning techniques to resolve problems, predict or even create 

content, it is safe to affirm that ‘the foundations of AI are riddled with errors’.102 Thus, the problem 

lies in the fact that the training data undeniably shape AI systems.   

Marginalised communities and minorities usually pay the price of progress.103 Academics like 

Bender and Gebru studied the issues of LLMs in detail and have expressed that ‘most language 

technology is built to serve the needs of those who already have the most privilege in society’.104  

In turn, those who use digital platforms provide data to train LLMs. One clear example arises from 

the predominant use of specific languages (e.g. English, German) to train LLMs applied to 

machine translation (MT).105 For instance, the case of the Palestinian man that was arrested by 

Israeli forces after Facebook’s MT algorithm translated a post that originally said ‘good morning’ 

(written in Arabic) to ‘hurt them’ in English and ‘attack them’ in Hebrew.106 MT is one of the many 

uses LLMs can have, and due to the popularity of the technology, the damage could be 

exponentially multiplied. A harmless message led to an arrest. It is concerning that the same 

technology could be applied to larger passages (including legal, medical, financial information 

translations). I submit that this could also cause damages to consumers who use MT tools 

(including fraud, scams, or subscription traps due to deceiving wrongly translated T&C). As the 

previous example shows, LLMs mistranslations can endanger individuals’ safety, personal 

 
102Will Knight, ‘The Foundations of AI are Riddled with Errors’ (Wired, 31 March 2021) 

<https://www.wired.com/story/foundations-ai-riddled-errors/> accessed 19 November 2021 
103 Bender and others (n 60) 613. They warn about environmental racism as the carbon footprint left by language 

technology training would impact marginalised communities more than developed countries with richer resources. 

Moreover, co-author Gebru is launching an institute to document AI’s harms on marginalised communities. See 

‘Google fired its star AI researcher one year ago. Now she’s launching her own institute’ The Washington Post (02 

December 2021) https://www.washingtonpost.com/technology/2021/12/02/timnit-gebru-dair/ 
104 Bender and others (n 60) 617 
105 ibid 612 
106 Alex Hern, ‘Facebook translates 'good morning' into 'attack them', leading to arrest’ The Guardian (24 October 

2017) <https://www.theguardian.com/technology/2017/oct/24/facebook-palestine-israel-translates-good-morning-

attack-them-arrest> accessed 19 November 2021 

https://www.wired.com/story/foundations-ai-riddled-errors/
https://www.washingtonpost.com/technology/2021/12/02/timnit-gebru-dair/
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finances, and freedom. Thus, I argue that human oversight is required to control the output 

of the technology until errors that pose a threat to fundamental rights are eradicated (if that 

is at any point achieved).  

The issues around training data should be treated holistically because this does not only affect 

LLMs but all AI systems. I submit that the implementation of automated de-biasing technology 

applied on LLMs’ training datasets would be one of the most desirable solutions.107  I further 

submit that any regime designed to tackle LLM training data related harms ought to consider the 

fast-changing nature of this type of AI. Therefore, legislation may not be the most effective 

solution in this case. However, some academics opined that certain biases based on religion or race 

are tough to eradicate because they are hard to define.108 Consequently, de-biasing technologies 

would not suffice. Hence, it is necessary to work with the industry to embed the corresponding 

legal principles in their developments.  

It is further submitted that any upcoming regulation on AI, specifically on language technologies, 

must abide by the principles recognised by core international Human Rights Instruments.109 Legal 

principles of equality, non-discrimination, privacy, freedom of thought and human dignity should 

be translated into regulatory requirements that promote fairness by default and design in AI 

language systems (from technical standards to legal obligations if necessary). In my opinion, if 

governments encourage the use of language technologies, like the EU is doing110, they should 

consider a framework that tackles these problems beforehand. In addition to de-biasing 

 
107 ‘ConceptNet Numberbatch 17.04: better, less-stereotyped word vectors’ (ConceptNet blog, 24 April 2017). 

<http://blog.conceptnet.io/posts/2017/conceptnet-numberbatch-17-04-better-less-stereotyped-word-vectors/> 

Accessed 13 November 2021  
108 ibid  
109 This includes, but not limited to, principles included in the ICERD, the ICCPR, the CEDAW, among other.  
110 The EU has a program to encourage the development of language technologies. See <https://digital-

strategy.ec.europa.eu/en/policies/language-technologies> Legal and regulatory initiatives should accompany such 

developments.  

https://digital-strategy.ec.europa.eu/en/policies/language-technologies
https://digital-strategy.ec.europa.eu/en/policies/language-technologies
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datasets, training MT tools with a broader consideration of minority languages should be a 

regulatory requirement. Even if this cannot address all harms around bias, discrimination and 

privacy, it could produce significant change. Bender and Gebru make a fair point by arguing that, 

in theory, language technologies are designed to help marginalised communities. In practice, they 

have demonstrated otherwise.111 This is why I submit that a more comprehensive regulatory regime 

is required to address the data problem in AI contexts, as they are designed to promote 

development, and they should fulfil that purpose.  

 

3.3. Other issues and potential harms  

Many other issues arise from LLMs, such as AI carbon footprint, questions on legal concepts, and 

reputational harms. Even though these are of grave importance for the near future, it would be 

impossible to analyse them all given the limitations in space. These issues are briefly discussed in 

Appendix 3. Finally, I submit that the most pressing concern surrounding the development 

of LLMs is their potential to intensify the effect of mis/disinformation campaigns, addressed 

below. 

 

  

 
111 Bender and others (n 60).  
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4. CHAPTER 4 – A THREAT TO DEMOCRACY: THE CASE OF MIS- 

AND DISINFORMATION 

Language technology imitation game is reaching a turning point as LLMs can be used to amplify 

messages, including mis/disinformation campaigns. The potential of misuse deserves special 

attention as they could alter already problematic fears over democratic values and the rule of law. 

This chapter will explore this issue showing that LLMs can generate texts without being trained 

with an inherent concept of ‘truthiness’, i.e., they do not understand whether their texts are based 

on inaccurate facts or lies deriving from the training data, or whether they are generating inaccurate 

or wrong texts.  

4.1. General Concepts 

2020 was the year the world faced two pandemics: Covid-19 and the infodemic around it.112 

Societies were already experiencing the age of mis- and disinformation, with examples ranging 

from the Brexit Referendum and the US elections in 2016 to medical misinformation, which got 

to a turning point in 2021 when vaccines saw the light of day.113 The infodemic expansion across 

the world was so striking that the European Commission decided to set up a high-level group of 

experts (the HLEG) on fake news and online disinformation that concluded that ‘special attention 

should be paid to the threat represented by disinformation aimed at undermining the integrity of 

elections’.114 Influencing elections is just one of the multiple objectives of mis/disinformation 

 
112 Digital, Culture, Media and Sport (DCMS) Committee, Misinformation in the COVID-19 Infodemic (HC 2019–

21, 234) <https://publications.parliament.uk/pa/cm5801/cmselect/cmcumeds/234/23402.htm>  
113 DCMS Committee, Disinformation and ‘fake news’: Interim Report, (HC 2017–19, 363) 

<https://publications.parliament.uk/pa/cm201719/cmselect/cmcumeds/363/363.pdf> 
114 European Parliamentary Research Service (EPRS), ‘Automated Tackling of Disinformation’ (PE 624.278, March 

2019) <https://www.europarl.europa.eu/RegData/etudes/STUD/2019/624278/EPRS_STU(2019)624278_EN.pdf>  

https://publications.parliament.uk/pa/cm5801/cmselect/cmcumeds/234/23402.htm
https://publications.parliament.uk/pa/cm201719/cmselect/cmcumeds/363/363.pdf
https://www.europarl.europa.eu/RegData/etudes/STUD/2019/624278/EPRS_STU(2019)624278_EN.pdf
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campaigns, which also include affecting public opinion, democratic processes, the rule of law, 

societal and cultural divisions, individuals’ and societies’ safety.115 In addition, evidence gathered 

by the EU shows that ‘citizens feel deeply affected by mis/disinformation’.116 Therefore, this is an 

issue that should be of utmost priority for policymakers.  

It is important to clarify conceptual differences among types of information disorders. Whereas 

‘mis-information’ generally applies to sharing false information (with or without harm meant), the 

term ‘dis-information’ would apply to the deliberate dissemination of false information intending 

to cause harm.117 Additionally, ‘mal-information’ would refer to ‘genuine information or opinion 

shared to cause harm, e.g., hate speech’.118 Both dis-information and mal-information imply an 

intent to harm. There are countries where the term ‘fake news’ have broadly popularised in a 

similar context. However, this term has been rejected by the European Commission HLEG and 

regarded as inadequate by several authors.119   

According to the Center for Security and Emerging Technology (CSET) at Georgetown 

University, disinformation campaigns are ‘operations to intentionally spread false or misleading 

information for the purpose of deception’.120 Skills involved in such campaigns range from drafting 

persuasive texts to sounding genuine within a specific sociocultural trend. Digital platforms⎯not 

only open social media such as Facebook but also closed messengers with end-to-end encryption, 

e.g. Whatsapp, Telegram⎯have intensified the spread of mis/disinformation as they serve as major 

 
115 ibid 
116 Through a public consultation on online disinformation, the EU found ‘that 74% of the respondents encountered 

unreliable content primarily through social media and messaging apps.’ EPRS (n 114) 2 
117 Kate Jones, ‘Online Disinformation and Political Discourse: Applying a Human Rights Framework’ (Chatham 

House 6 November 2019) <https://www.chathamhouse.org/2019/11/online-disinformation-and-political-discourse-

applying-human-rights-framework> 
118 EPRS (n 114) 5 
119 ibid 5 
120 CSET (n 55) 19  
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sources of news and information.121  Data shows alarming figures. For example, in 2017, the ‘top 

fifty “fake stories” attracted 23.5 million engagements in social media platforms, 2 million more 

than the prior year’.122 ‘The proliferation of online mis/disinformation is affecting web search 

results, which further hinders users in finding and reading it’.123 Not only does this affect freedom 

of speech and of the media but it also impacts the right of citizens to access trustworthy 

information. 

In the context of intensified disinformation disorder, it is essential to understand how AI will 

influence the spread of mis/disinformation. Everything that has been analysed so far in terms of 

Transformer-based LLMs is relevant when assessing their role in the information disorder context. 

The author found that the use of AI systems to amplify mis/disinformation campaigns is still highly 

unexplored by policymakers. LLMs magnify the possibility to create disinformation that can be 

rapidly disseminated through online platforms. If this is not addressed by public policy, 

consequences may be dreadful. The following section will analyse the issue through tests 

performed with GPT-3. 

4.2. Transformer-based LLMs and mis/disinformation 

LLMs take the fake amplifiers to the next level. The European Parliament recognised that social 

bots, ‘programs capable of automating tasks such as retweets’, are used to disseminate 

disinformation.124 Nevertheless, LLMs are more than simple bots. Taking GPT-3 as an example, 

one can consider the implications of having powerful AI systems that generate seemingly reliable 

 
121 EPRS (n 114) 13 
122 Craig Silverman and others, ‘These Are 50 Of The Biggest Fake News Hits On Facebook In 2017’ (BuzzFeed 

News, 28 December 2017) <https://www.buzzfeednews.com/article/craigsilverman/these-are-50-of-the-biggest-

fake-news-hits-on-facebook-in>  
123 EPRS (n 114) 13 
124 EPRS (n 114) 22 

https://www.buzzfeednews.com/article/craigsilverman/these-are-50-of-the-biggest-fake-news-hits-on-facebook-in
https://www.buzzfeednews.com/article/craigsilverman/these-are-50-of-the-biggest-fake-news-hits-on-facebook-in
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texts (compelling fake stories) that can deceive people into trusting the content. However, there is 

an additional important feature that GPT-3 and similar models offer to mis/disinformation 

campaigns: scalability.  

Disinformation is one of the biggest problems faced by democracy because it can undermine 

credibility in public institutions, threaten national security, and have an impact on the safety and 

security of citizens.125 AI language systems can exacerbate the problem. Nagasako states that 

‘disinformation is executed by combining the leakage of information stolen by cyberattacks with 

information warfare in media and SNS to transform public opinion in individual countries and 

influence democratic processes.’126 I submit that this definition is incomplete since disinformation 

involves much more than just leaking stolen information. Disinformation may involve several 

tasks such as manipulating or reiterating the narrative, convincing the audience with a persuasive 

argument, seeding fake or untruthful information, and even targeting a specific audience according 

to its demographic or another significant characteristic. The CSET automated such tasks (Table 1) 

to assess the ones GPT-3 could perform to shape and intensify mis/disinformation campaigns. The 

astonishing results show that GPT-3 can play a crucial role in scaling mis/disinformation 

campaigns.  

  

 
125 Susan Morgan, ‘Fake news, disinformation, manipulation and online tactics to undermine democracy’ (3 Journal 

of Cyber Policy 8 May 2018) 39 <https://www.tandfonline.com/doi/full/10.1080/23738871.2018.1462395> 
126 Tomoko Nagasako, ‘Global disinformation campaigns and legal challenges’ (1 International Cybersecurity Law 

Review) 125 <https://link.springer.com/article/10.1365/s43439-020-00010-7> 
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Table1 – CSET’s summary evaluations of GPT-3 performance on six disinformation related-tasks  

 
Source: ‘Truth, Lies, and Automation: How Language Models Could Change Disinformation’ (CSET, May 2021) 

 

Scalability implies that the powers deployed by LLMs are striking when they are combined with 

the corresponding human collaboration. The problem does not lie per se on GPT-3 replacing 

humans but on the powers the human-machine team holds. The CSET conducted research to test 

whether automation could generate content for disinformation campaigns using GPT-3. The results 

did not stress that GPT-3 could automate the spread of mis/disinformation on its own. However, 

they determined that: 

[GPT-3 ] can—in the hands of a skilled operator—improve the reach and salience of malicious 

efforts as part of a human-machine team. [A]lthough GPT-3 will not replace all humans in 

disinformation operations, it is a tool that can help them to create moderate-to-high-quality 

messages at a scale much greater than what has come before.127  

 
127 CSET (n 55) 
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CSET findings show that the machine has the potential to generate a variety of outputs given a 

certain input. Tech advances in NLP suggest that matching GPT-3’s potential with a mechanism 

designed to filter and proofread those outputs (e.g. automated/semi-automated quality control 

process) would provide excellent results.128 Fundamentally, one of the major threats from LLM is 

that they can produce ‘moderate-quality disinformation in a highly scalable manner’.129 I submit 

that this can damage trust in the news, the media and democratic institutions.  

The study provides many examples of the role GPT-3 can play in mis/disinformation campaigns. 

I submit that some should be particularly scrutinised due to the effect they may have on 

fundamental rights. The CSET was not the only institution trialling GPT-3’s information disorder 

capabilities. Another study from the Center on Terrorism, Extremism and Counterterrorism 

(CTEC) proved that GPT-3 could produce compelling text fitting harmful ideologies.130 The 

example below illustrates that when researchers prompted GPT-3 with a thread from Iron March, 

a now-defunct neo-Nazi forum, the machine crafted various responses from diverse viewpoints 

that expressed a range of philosophical themes within far-right extremism. 

 
128 It is important to remember that GPT-3 and other LLMs require a lot of computer power due to the amount of data 

they are being trained on (see Appendix 1). Therefore, the CSET clarifies that if actors prompting GPT-3 have limited 

access to it, a way to ‘curate’ GPT-3 responses would entail selecting particularly relevant outputs and using them ‘in 

another round of inputs, iteratively refining the machine’s performance without forcing it to run continuously’. CSET 

(n 55) 36-37 
129 CSET (N 55) 46. 
130 McGuffie and Newhouse (n 68) 
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131 

Source: ‘The Radicalization Risks of GPT-3 And Advanced Neural Language Models’ (CTEC, 
May 2021) 

 

What alarmed researchers the most was that as inputs were more extreme, GPT-3’s 

performance seemed to be more effective, thus concluding that GPT-3 shows a concerning 

tendency towards generating extremist texts. The consequences should be assessed in terms of 

the targeted audience, usually online communities targeting radicalised extremists.132 One should 

not forget that the machine learns from training data that is biased and harmful. In my opinion, it 

is further unsettling that GPT-3 “feels comfortable” with producing extremist texts when prompted 

with a few samples of white supremacists and other radical ideas. Moreover, CSET researchers 

tested GPT-3 to seed ideas related to QAnon conspiracy theories. GPT-3 showcased an impressive 

skill at picking up QAnon’s narrative style (see example below). In the wrong hands, which 

includes state-backed disinformation groups133, GPT-3 and similar LLMs could be used to 

disseminate those ideas and increase their impact in a matter of hours.  

 
131 Human prompts are in bold texts while GPT-3’s synthetic generations are non-bold texts 
132 McGuffie and Newhouse (n 68) 7 
133 Nagasako exposed all identified disinformation cases attributed to China and Russia between 2016-2020 (for 

example, Russia’s involvement in the 2016 US Presidential elections and China’s meddling in Taiwan’s presidential 

elections). Nagasako (n 126) 130-131 
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Source: ‘Truth, Lies, and Automation: How Language Models Could Change 
Disinformation’ (CSET, May 2021) 

 

Considering the studies’ outcomes, GPT-3 role in scaling mis/disinformation should get the 

attention of the legal and policy community to develop mitigating approaches. Countries have 

recently developed countermeasures, including legislation to fight mis/disinformation.134 For 

example, through an ambitious law known as NetzDG, Germany requires platforms to remove 

illegal content⎯including mis/disinformation⎯within 24 hours.135 Provided the scalability LLMs 

offer, I submit that laws that regulate media and platforms' content prove insufficient or inefficient, 

considering that 24 hours is a long time in the digital world to produce substantial harm. 

 
134 Germany passed the Network Enforcement Act in 2017. France enacted the law against the manipulation of 

information (LOI organique n°2018-1201 du 22 décembre 2018 relative à la lutte contre la manipulation de 

l’information) in 2018. 
135 Network Enforcement Act (Netzwerkdurchsetzungsgesetz) (NetzDG) § 3(2) (Article 3(2)) https://perma.cc/RW47-

95SR  

https://perma.cc/RW47-95SR
https://perma.cc/RW47-95SR
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Nonetheless, it is important to highlight that certain platforms (i.e. YouTube and Twitter) 

integrated the option for NetzDG flag as a regular direct link within their interface. 136 I submit 

that this type of innovative regulation enhances the fight against mis/disinformation.  

In my opinion, the most salient factor when analysing  GPT-3’s role in mis/disinformation is that 

the machine cannot make it on its own. GPT-3 still presents inherent limitations that hinder it 

from manipulating the narrative without help, including sustaining a consistent narrative through 

long pieces of text. CSET’s report reinforces this argument by questioning GPT-3’s ability to 

manipulate a narrative, stating that ‘the most enticing content comes from an iterative human-

machine team effort in which operators try to develop potentially eye-catching headlines and then 

allow GPT-3 to develop them further’.137 It is further acknowledged that nothing would happen 

if a human did not prompt the machine, which is not entirely autonomous. LLMs have many 

unique applications, including machine translation, automatic speech recognition, 

educational/productivity applications such as Grammarly,138and easier ways to develop 

technology.139 Therefore, we need to consider how human actions trigger LLM’s operations within 

the information disorder context to develop a suitable regulatory response. As LLMs are 

widespread and individuals use them more and more, the issues and harms described will expand. 

Hence, in the view of the author, we need to acknowledge two problems: 1) human intentions and 

 
136 Heidi Tworek and Paddy Leerssen, ‘An Analysis of Germany's NetzDG Law’ (Transatlantic High Level Working 

Group on Content Moderation Online and Freedom of Speech 15 April 2019) 4-6 < 

https://www.ivir.nl/publicaties/download/NetzDG_Tworek_Leerssen_April_2019.pdf>  
137 CSET (n 55). 
138 Hayden Field, ‘Thanks to its AI system, Grammarly is now one of the most valuable US startups’ (19 November 

2021) <https://www.morningbrew.com/emerging-tech/stories/2021/11/19/thanks-to-its-system-of-grammarly-is-

now-one-of-the-most-valuable-us-startups> 
139 Przemek Chojecki, ‘Why GPT-3 Heralds a Democratic Revolution in Tech’ (BuiltIn, July 13, 2021) 

<https://builtin.com/machine-learning/why-gpt-3-heralds-democratic-revolution-tech>  

https://www.ivir.nl/publicaties/download/NetzDG_Tworek_Leerssen_April_2019.pdf
https://www.morningbrew.com/emerging-tech/stories/2021/11/19/thanks-to-its-system-of-grammarly-is-now-one-of-the-most-valuable-us-startups
https://www.morningbrew.com/emerging-tech/stories/2021/11/19/thanks-to-its-system-of-grammarly-is-now-one-of-the-most-valuable-us-startups
https://builtin.com/machine-learning/why-gpt-3-heralds-democratic-revolution-tech
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actions when prompting LLMs 2) the actual technology used to facilitate those human 

intentions/actions. 

5. CHAPTER 5 – THE LONG AND WINDING ROAD 

In this final chapter, the author will develop a series of regulatory proposals to address the harms 

and challenges posed by LLMs. The author has already established that some solutions involve 

technology developments, including automatic de-biasing and fairness by default and by 

design. The proposal developed below involves policy responses, including non-legislative 

regulation and soft and hard law, to address ‘the long and winding road’ that leads to a possible 

good outcome.  

5.1. A human problem  

There is much discussion about the developments in the AI industry and how to regulate it.140 I 

argue that the problem is not a technological but ultimately a human problem involving society. A 

whole new subject has even emerged in the last decade dealing with Ethics in AI. In ‘The Most 

Human Human’ Christian, quoting cognitive scientists Douglas Hofstadter, expresses:  

Sometimes it seems as though each new step towards AI, rather than producing 

something which everyone agrees is real intelligence, merely reveals what real intelligence 

is not.141  

 
140 See Human Rights Watch Report ‘How the EU’s Flawed Artificial Intelligence Regulation Endangers the Social 

Safety Net: Questions and Answers’ <https://www.hrw.org/news/2021/11/10/how-eus-flawed-artificial-intelligence-

regulation-endangers-social-safety-net#>  
141 Brian Christian, The Most Human Human: What Talking with Computers Teaches Us About What It Means to Be 

Alive (Knopf Doubleday Publishing Group 2011) 12 

https://www.hrw.org/news/2021/11/10/how-eus-flawed-artificial-intelligence-regulation-endangers-social-safety-net
https://www.hrw.org/news/2021/11/10/how-eus-flawed-artificial-intelligence-regulation-endangers-social-safety-net
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It has already been conveyed how we are too concerned about creating machines that simulate 

human capacities while forgetting they are limited inventions. In my opinion, Christian proposes 

a curious perspective to approach the Turing test. Instead of applying the test to measure the 

progress of technology, he believes this is an opportunity to measure our own (human) progress.142 

This is apprised of special relevance for the analysis of LLMs’ impact as we cannot distinguish 

between human/LLMs products anymore. Nonetheless, I disagree with the suggestion to measure 

our own human progress by establishing an Inverted Turing Test. Conversely, I submit that we 

need to introduce safeguards to differentiate texts that are AI products. Projects that seek humans 

to prove their humanity evidence the lack of critical societal discussions about how AI is starting 

to affect our own nature. 

The Turing test is ultimately about communication. If human beings cannot distinguish themselves 

from mere codes imitating them, why spend so much time debating who is more intelligent? 

Christian quotes Oxford philosopher John Lucas, ‘if we fail to prevent the machines from passing 

the Turing test, it will be not because machines are so intelligent, but because humans, many of 

them at least, are so wooden’.143 It is tough not to concur with their words which demonstrate why 

the field of Ethics in AI is so important. Perhaps, we should hold more discussions about what 

humans regard as appropriate lanes towards “innovation”⎯no matter the risk⎯rather than 

questioning the invention itself. I submit that the problems lie in the way 

individuals/corporations develop specific technologies, the values pursued while creating 

them, the legal principles at stake, the fact that we accept that faulty discriminatory, toxic 

 
142 It is worth noting that Christian’s idea was implemented by ‘Proof of Humanity’ See 

<https://www.proofofhumanity.id/> 
143 Christian (141) 13 
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and biased datasets are used to train them, and especially, the way AI is used by individuals, 

even to facilitate crimes.  

It is also essential to remember that this automated technology is not independent: an 

individual needs to interact with the LLM for something to happen. The technology does what 

the master/creator (so far, a human being) programs it to do, based on the training data (created by 

humans, carrying our biases and defects) and the code written by the developers. Therefore, 

individuals need to address the solutions because we are creating limited machines while treating 

them as independent beings, fighting in court so that they can be recognised as the inventors of 

their outputs, without considering that they do not fulfil current legal requirements, lack creativity 

and, most importantly, are not a natural person.144  

Some claim that AI LLMs will write entire books as the technology improves.145 Will AI-generated 

texts be original and creative enough to be protected by Copyright? It is hard to believe it given 

that their texts are based on all the training data, originality could be contested. Furthermore, they 

do not meet authorship requirements. I submit the arguments of those academics vouching for 

machine authorship146 seem very spurious considering that, as proven, the AI system does not even 

realise the actual meaning of its work.  

Nonetheless, LLMs challenge intellectual property law in the same way they challenge freedom 

of speech, laws to fight disinformation, discrimination, and other forms of hatred. It is submitted 

 
144 Ryan Abbot is famous for filing applications and court petitions in different developed countries as he tries to 

achieve a ruling for AI Dabus to be considered an inventor and granted a patent. Abbot considers that ‘rethinking the 

boundaries of patent law is a worthwhile endeavour that could allow the recognition of computers as inventors.’ See 

<https://artificialinventor.com/> 
145 Steven Poole, ‘The rise of robot authors: is the writing on the wall for human novelists?’ The Guardian (25 March 

2019) <https://www.theguardian.com/books/2019/mar/25/the-rise-of-robot-authors-is-the-writing-on-the-wall-for-

human-novelists>  
146 Iglesias Portela and others, ‘Intellectual Property and Artificial Intelligence - A literature review’ (2001) 

[Publications Office of the European Union] 30017 ISBN 978-92-76-30695-5 < 
https://publications.jrc.ec.europa.eu/repository/handle/JRC119102>  

https://artificialinventor.com/
https://www.theguardian.com/books/2019/mar/25/the-rise-of-robot-authors-is-the-writing-on-the-wall-for-human-novelists
https://www.theguardian.com/books/2019/mar/25/the-rise-of-robot-authors-is-the-writing-on-the-wall-for-human-novelists
https://publications.jrc.ec.europa.eu/repository/handle/JRC119102
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that solutions need to analyse gaps in current legislation and contrast them against technical 

features of LLMs. Considering that LLMs developed at accelerated speed for the last three years, 

they may be unfitting for traditional types of regulation such as legislation. The whole universe of 

solutions cannot be covered within the scope of this dissertation. I will focus on specific solutions 

that could be developed relatively quickly to tackle the problem in the short term.  

5.2. Proposal: suggested solutions 

From the thorough analysis carried out above, it is clear that there is no simple way to address the 

challenges raised by LLMs, nor there is a one-size-fits-all way to solve these problems unless we 

create a very ambitious law⎯like the GDPR, for example⎯to address natural language generation 

problems. This is not the type of solution proposed below because it is submitted that legislative 

measures may prove inefficient considering the complexities of AI technologies. AI technologies 

develop in a fast-paced environment, with ever-evolving characteristics, whereas legislation may 

take years to be approved.147  

It is worth reiterating that the author acknowledges the power of this technology and the many 

benefits that it may bring. This is the reason why policymakers should keep Transformer-based 

LLMs on their radar and regulate them accordingly, so that societies can make the best use of 

them. In this way, we could prevent much harm by addressing the issues timely and effectively 

before it is too late, and we find ourselves in a no-exit type of technological-dystopian reality. The 

challenge is too grand for an all-encompassing solution. Therefore, I propose a group of measures 

that should be applied holistically.  

 
147 For example, the EU has been discussing the regulation of AI since 2018 and they are still amending the AI Act 

draft.  
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(vi) Tracking System  

It has already been established how humans can be deceived and misled by LLMs’ synthetic texts. 

One of the questions acknowledged above is how humans know specific texts were ‘generated’ by 

LLMs. Therefore, the first solution involves developing an authentication and tracking 

system. It should be required that such generated language have a visible sign letting people 

know they are dealing with an AI-generated product. Any text produced by LLMs should be 

marked as “generated by AI” automatically. It is proposed that such “disclaimer” is 

complemented with traceable safeguards similar to a ‘digital seal’, to provide a trusted 

means of authentication. The framework to regulate this type of AI would have analogous 

provisions to EU eIDAS Regulation (Electronic Identification, Authentication and Trust 

Services).148 The eIDAS lays down standards for several authentication methods, including 

eSeals149 and qualified time stamps.150  

In addition, since LLMs texts could be used in political propaganda to scale mis/disinformation 

campaigns, the author believes that those products should include information about the 

advertising institution, the country where it originated, and targeted audience (as 

recommended by the HLEG, the UK and other European policymakers and fact-checking 

organisations).151 In this case, the author considers that an improved version of eIDAS qualified 

 
148 Regulation (EU) No 910/2014 of the European Parliament and of the Council of 23 July 2014 on electronic 

identification and trust services for electronic transactions in the internal market (eIDAS) and repealing Directive 

1999/93/EC [2014] OJ L 257/73 https://digital-strategy.ec.europa.eu/en/policies/discover-eidas 
149 eIDAS Recital 59 states: ‘Electronic seals should serve as evidence that an electronic document was issued by a 

legal person, ensuring certainty of the document’s origin and integrity’. Recital 65 adds that eSeals can also be used 

‘to authenticate any digital asset of the legal person’ 
150 eIDAS article 42(a) establishes that a qualified electronic time stamp ‘ binds the date and time to data in such a 

manner as to reasonably preclude the possibility of the data being changed undetectably’. 
151 See for example EC HLEG report (2018) <http://ec.europa.eu/newsroom/dae/document.cfm?doc_id=50271>  

https://digital-strategy.ec.europa.eu/en/policies/discover-eidas
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time stamps that include place/country of origin would complement the e-seals to authenticate 

LLMs texts.  

Finally, this regime should be legally binding, as voluntary approaches carry higher risks of non-

compliance. It is undeniable that this would not hinder the reproduction and propagation of harmful 

language and stereotypes, but it would help diminish it.  

Some could argue that the LLM should have an integrated function to keep records of the “text of 

concerned” generated by LLMs⎯logging those texts that contain words of concerned. This would 

be a way of controlling the system’s outputs, similar to the GDPR record-keeping requirement.152 

The EU further argues that keeping records⎯on algorithms, training data, etc.,⎯can be helpful 

‘to trace back and verify’.153 Even though auditing logs can be useful in many situations, I consider 

they are an inadequate solution in this case as using a log to track problematic texts can bring the 

following disadvantages.  

First, they can be tampered with, so it would undermine the main purpose to track the misuse of 

the AI system. 154  In addition, it can be argued that machines tend to be ‘dumb in important 

ways’,155 meaning that the tracking system in place needs to consider certain language peculiarities 

or would otherwise track unnecessary events. A computer could record certain words in an audit 

log without cause. For example, a food critic could state that a dish is a ‘dead’ plate, where the 

machine could consider the word “dead” as a sign of concern spreading hate speech or 

disinformation. Therefore, the expression would not be excluded from the log without the proper 

mechanisms. Consequently, drawing inspiration from Pasquale’s theories around the black box 

 
152 GDPR article 30 
153 EC White Paper (n 90) 20 
154 Pasquale (n 48) 157 
155 ibid 159  
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and privacy issues, I submit that auditing logs present too many risks to be the appropriate tool to 

control LLM-generated texts. In my opinion, a traceable seal is preferred to an audit log.  

It is recognised that the proposed solution only addresses part of the aforementioned problems. 

However, an authentication system consisting of a standardised visible warning and an 

automated traceable e-seal and time stamp automatically generated when the LLM produces 

an output would alert humans that they are dealing with synthetic products. This could 

trigger the required human oversight of the text (for example, to avoid mistranslations). 

Finally, it is submitted that this tracking and authentication system would facilitate 

platforms’ content moderation, as it would help identify LLL-generated texts (potentially 

used in mis/disinformation campaigns), which could be rapidly deleted from the platforms.  

(vii) Code of Practice 

To address the human problem, countries should promote the implementation of statutory 

codes of practice. I submit that such code’s primary purpose should be to mandate the 

development of LLMs under strict ethical standards. First, LLMs should not be trained on 

datasets that contain PII or any problematic kind of data. If that is the case, the developer 

should seek to curate the data before training the LLM. In addition, companies should implement 

automatic de-biasing processes and submit the LLM to high-quality assurance standards before 

deploying it.  

Poor quality on data training and AI design is a cross-cutting issue that will have to be resolved by 

the industry. In my opinion, policy advisors could explore the idea of setting up assurance regimes 

that require quality control throughout the process. Assurance entails building trust in something, 
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e.g., a system.156 The great benefits LLMs bring about are recognised, but if people cannot 

trust them, they are rendered useless. Therefore, introducing standards that require quality 

control, particularly around the assurance of the training data, would improve trust. This could be 

done in the form of automated quality checks. It was emphasised in Chapter 3 how some of the 

issues LLMs bring is the hegemonic views that they reproduce through their texts, causing several 

types of harm.157 Quality assurance checks would address this issue. As part of the quality check, 

resources should be applied to curate the data used to train LLMs. The main goal should be to 

apply a more ‘justice-oriented data collection’ methodology158.  

Moreover, companies should deploy appropriate technical and organisational mechanisms to 

comply with current legislation on privacy, equality and dis/misinformation, etc. Data protection 

standards should be considered since the LLM design and by default throughout the 

lifecycle. Thus, LLMs' capabilities should be subject to thorough statutory impact 

assessments that help identify data-related risks. This is expanded in Appendix 5.  

Finally, LLMs that violate current laws or do not implement necessary mitigation measures 

pursuant to the statutory codes of practice should be subject to an assessment process led by 

the appointed regulatory authority. If the regulator finds that the codes of practice have been 

violated, they should be empowered to enforce the code, and the business managing the LLM 

should be subject to appropriate fines. GDPR’s liability and remedies regime can serve as 

inspiration to create a similar approach for businesses developing/managing LLMs.159  

 
156 Centre for Data Ethics and Innovation’s (CDEI) ‘The Roadmap to an effective AI Assurance ecosystem’ (December 

2021) 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1039146/The_roa

dmap_to_an_effective_AI_assurance_ecosystem.pdf  
157 Bender and others (n 60). 
158 ibid 
159 GDPR Chapter 8 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1039146/The_roadmap_to_an_effective_AI_assurance_ecosystem.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1039146/The_roadmap_to_an_effective_AI_assurance_ecosystem.pdf
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5.3. Existing Law v. Arising issues – challenges 

The challenges posed by LLMs intersect many legal aspects, as explained in the previous chapters. 

It can be argued that AI systems are already subject to data protection, consumer law and non-

discriminatory rules. Furthermore, they must comply with human rights principles (such as the EU 

Charter of Fundamental Rights or the UK Human Rights Act). Even though the legal landscape 

seems to address many of the harms described above, the nature of AI proves challenging, leaving 

certain aspects unregulated and in need of targeted solutions (as explored in Appendix 5). For 

example, accountability for using LLMs requires human judgment, and only humans can perform 

this. Countries' laws analysed throughout this dissertation prove to have one common gap, 

the fact that machine misuse, training and potential harms should be judged and overseen 

by humans, to make sure that ‘as our social relations become ever more automated’, 

discrimination, bias, and reputational harm built within the code and mis/disinformation scaled by 

the machine can be mitigated. A human should always be a part of the process, from the 

moment LLMs are developed to the moment texts are generated and disseminated on online 

platforms.  
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CONCLUSION  

As described through the dissertation, we are at a turning point of NLP development where LLMs 

achieved the generation of language that fools the human eye. On the other hand, LLMs reproduce 

and amplify different harms. In addition, LLMs still present limitations that affect their 

performance and outcomes. Hence, they need human beings to augment their potential. Moreover, 

their training database can be corrupted, biased, incomplete, wrong at times, and contain many 

other defects that would produce the wrong type of information. Failing to act to prevent and tackle 

the harms they generate will lead to harmful consequences.  

Plato’s Allegory of the Cave never gets old. There, those facing the wall, oblivious to reality, 

believe what the fire behind them projects it. Being fooled by a language model can be compared 

to the cavemen’s reality. Thus, being manipulated and falling for disinformation campaigns scaled 

by LLMs leave us in a very vulnerable position. Therefore, I expressed the urgency in considering 

research and reports such as the one performed on GPT-3 by the CSET to improve the technology. 

GPT-3 and similar LLMs should not be open to society until they come with embedded protections 

such as an automated authentication and tracking system so that it is easier to spot if they are 

synthetic texts, being used for harmful purposes in disinformation campaigns or amplifying 

biases and toxic perspectives.  

This dissertation set out a series of proposals to regulate LLMs, including automated 

authentication and tracking systems, statutory codes of practice and enhanced legislation 

that mandates human oversight on AI contexts. These measures sound like an effective 

combination to address LLM’s legal issues, harms and violations of fundamental rights.  
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The author’s most critical conclusion after analysing the literature on the subject is that we are 

creating machines that get more and more sophisticated with time, but they are at the same time 

thoughtless and constrained, detached from shared values and legal rules, at the mercy of their 

creators and the data that fuels them. We are yet to give the necessary debate about whether we 

are obliviously instilling in them our most significant defects. Meanwhile, the correct 

regulatory strategy could mitigate the most significant risks of LLMs.  

A phrase attributed to the brilliant Einstein goes, ‘the difference between stupidity and genius 

is that genius has its limits’. Therefore, limiting the imitation game will only create a better 

future where AI technologies like LLMs could become tools for development and 

empowerment. 
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APPENDICES 
 

Appendix 1 – Transformer-based LLMs: From GPT-3 to Megatron 
 

(a) Transformer Architecture & Foundation Models – expanded concepts 
 

Large Language Models, a ground-breaking development for AI with vast potential, were 

empowered with the development of the Transformer architecture. In the paper ‘Attention is all 

you need’, Google engineers and AI academics explained that ‘the Transformer is a model 

architecture eschewing recurrence and instead relying entirely on an attention mechanism to draw 

global dependencies between input and output’.160 The transformer architecture is not exclusive to 

language processing; it is used in other fields, such as computer vision, video and audio. This 

dissertation focuses on the use they have in language generation. The attention concept was used 

initially to improve the performance of neural machine translation apps.161 Then, this concept was 

applied to the Transformer. Hence, the Transformer is an architectural model instrumental to the 

processing of natural language.  

Language prediction includes contextual information from more distant inputs and not the 

immediate recently input characters. The technological innovation implies that the Transformer 

technologies⎯that can be applied to automated translation or text generation tasks⎯can be trained 

significantly faster, taking natural language processing to the next level. This is an essential 

concept to bear in mind when navigating the legal issues that such technologies may present. The 

following visualisation shows how the attention concept works. 

 
160 Vaswani and others (n 6) 
161Jay Alammar, ‘The Illustrated Transformer’ (Jay Alammar Blog) https://jalammar.github.io/illustrated-transformer/ 

https://jalammar.github.io/illustrated-transformer/
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Visualisation  2 – Attention mechanism  

 
Source: ‘Attention is all you need’. 
 

The visualisation presents an example of how the attention mechanism works by following ‘long-distance 

dependencies in the encoder self-attention in layer 5 of 6. Many of the attention heads attend to a distant 

dependency of the verb “making”, completing the phrase ‘making...more difficult’. Attentions here are shown only 

for the word “making”. Different colours represent different heads. Best viewed in colour’.162 

 

In mid-2021, the Center for Research on Foundation Models (CRFM) at the Stanford Institute for 

Human-Centered Artificial Intelligence (HAI), Stanford University, explored a new model, 

building on the last 30 years of research in AI (see visualisation 3). Academics conceptualised 

such models by calling them foundation models.163 Foundation models go a step further in deep 

learning: ‘with deep learning, the high-level features used for prediction emerge; and with 

foundation models, even advanced functionalities such as in-context learning emerge’.164 What 

makes foundation models so powerful is ‘the sheer scale and scope’ they have. Such scale is 

achieved through the Transformer model architecture. Therefore, one of the most impressive 

Transformer-based foundation models is GPT-3, which ‘can be adapted via natural language 

prompts to do a passable job on a wide range of tasks despite not being trained explicitly to 

 
162 Vaswani and others (n 6) 
163 Bommasani and others (n 8) 3. 
164 ibid, 3 
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do many of those tasks’.165 Scale is also achieved through the availability of incommensurable 

amounts of data. Foundation models bring about a revolution to the AI world as they represent 

systems already pre-trained that can be adapted to several different tasks.  

Visualisation  3 – Foundation Models – Emergence and Homogenization   

 
Source: On the Opportunities and Risks of Foundation Models 
 

‘The story of AI has been one of increasing emergence and homogenization. With the introduction of machine 

learning, how a task is performed emerges (is inferred automatically) from examples; with deep learning, the high-

level features used for prediction emerge; and with foundation models, even advanced functionalities such as in-

context learning emerge. At the same time, machine learning homogenizes learning algorithms (e.g., logistic 

regression), deep learning homogenizes model architectures (e.g., Convolutional Neural Networks), and foundation 

models homogenizes the model itself (e.g., GPT-3)’.166 

 

(b) Large Language Models: GPT-3, WU DAO 2.0 & MEGATRON 

1. GPT-3 

As mentioned, one of the most well-known large language models (LLM), depicted as a foundation 

model by Stanford academics, is GPT-3, indeed the most revolutionary of its kind. In 2018, Open 

AI⎯ founded by Elon Musk, Sam Altman, and others⎯presented GPT-1, soon followed by GPT-

2. Finally, in June 2020, they announced their (so far) shining star, GPT-3. GPT-3 has shaken up 

the AI world for its many applications.167 GPT is an autoregressive deep learning language model 

 
165 ibid, 3 
166 ibid, 3 
167 Chojecki (n 139)  
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based on NLG to produce human-like text. 168  GPT-3 and its predecessors contain an algorithm 

that was taught to predict the following word (or content) given an input by a human. Other LLMs 

have already overtaken GPT-3, as shown in visualisation 4 below. 169  Thus, why is GPT-3 ‘the 

most revolutionary of its kind’? Because GPT-3 was the first to generate lines of text that look as 

if a human has written them. In addition, it presents an unprecedented potential to automate 

tasks.170 GPT-3 capabilities go beyond language generation.171 

Even though GPT-3 “was born” less than two years ago, there is plenty of information available 

online that shows how powerful and versatile it is.172 Like many investigating this type of 

technology, the author thought about creative ways to show the power wielded by GPT-3. For 

example, it would have been ideal to access GPT-3 and prompt ‘it’ to write a piece of this paper. 

That would have been proof of the commitment to show how deep a legal issue we will face, as 

further discussed throughout this dissertation. However, GPT-3 was not publicly accessible until 

the end of 2021. Therefore, before December 2021, OpenAI had to authorise each user and provide 

them with a log-in to access GPT-3. In this way, GPT-3’s was used in a controlled environment. 

 
168  Tiernan Ray, ‘What is GPT-3? Everything your business needs to know about OpenAI’s breakthrough AI language 

program’ (Zdnet, 25 August 2020) <https://www.zdnet.com/article/what-is-gpt-3-everything-business-needs-to-

know-about-openais-breakthrough-ai-language-program/> Accessed 20 August 2021  
169 See Life Architect, https://lifearchitect.ai/about-alan/. It contains detailed information about GPT-3. ‘Facts on GPT-

3’ <https://lifearchitect.ai/models/#gpt-3-facts> Accessed 20 November 2021 
170  Ray (n 168)  
171   Rishi Bommasani and others, ‘On the Opportunities and Risks of Foundation Models’ (2021) Center for Research 

on Foundation Models (CRFM) at the Stanford Institute for Human-Centered Artificial Intelligence (HAI) 

<https://arxiv.org/abs/2108.07258> ‘[I]t was shown that it can be tailored to many tasks through simple prompting. 

Yet, each task can be specified through many possible prompts and slight variations in prompts can result in 

meaningful changes of model behaviour. For instance, the task of sentiment classification of a movie review can be 

specified by presenting the movie review followed by “Her sentiment towards the film was...” or “My overall feeling 

was that the movie was...”; despite these prompts appearing to pose closely related tasks, GPT-3 will exhibit different 

response accuracies for each prompt’  
172 See for example Open AI’s website https://openai.com/blog/gpt-3-apps/ or Life Architect website. 

https://lifearchitect.ai/about-alan/ 

https://www.zdnet.com/article/what-is-gpt-3-everything-business-needs-to-know-about-openais-breakthrough-ai-language-program/
https://www.zdnet.com/article/what-is-gpt-3-everything-business-needs-to-know-about-openais-breakthrough-ai-language-program/
https://lifearchitect.ai/about-alan/
https://openai.com/blog/gpt-3-apps/
https://lifearchitect.ai/about-alan/
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However, one could convince people at OpenAI why one should access⎯ even though it probably 

required a more robust application than a simple exchange of tweets with the CFO. 

 

By the end of November 2021, OpenAI announced that they were “opening” GPT-3 access.173 

Because GPT-3 was not available throughout most of the writing process of this dissertation, the 

author deemed it better to use texts previously drafted by GPT-3 to argue for and against it, leaning 

on examples of the few who accessed until December 2021. Therefore, this dissertation exhibits 

many examples of GPT-3’s generated content produced under the supervision of OpenAI. 

Currently, one could prompt GPT-3 to write or get answers to specific questions. For example, 

prompt GPT-3 to explain what GPT-3 is, and one should get a response.174 The quality of the 

response depends on many different technical features175. However, an essential factor to bear in 

 
173 OpenAI, ‘OpenAI’s API Now Available with No Waitlist’ (18 November 2021) https://openai.com/blog/api-no-

waitlist/ Accessed 20 November 2021 
174 For example, see Appendix 6 illustrating an article written by GPT-3.  
175 See Brown and others (n 17); Bommasani and others (n 8)   

https://openai.com/blog/api-no-waitlist/
https://openai.com/blog/api-no-waitlist/
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mind when judging GPT-3’s performance is that OpenAI finalised the process of gathering the 

training data in mid-2019.176 Therefore, GPT-3 lacks context, for example, on the Covid-19 

pandemic.  

As mentioned in Chapter 1, GPT-3 stands for Generative Pre-trained Transformer. Generative 

entails that the model generates the text based on a particular input, which comes from a human, 

who has to interact with the machine. This is a fundamental feature because it relates to the 

consequences of GPT-3’s outputs. Pre-trained refers to the humungous amount of data that was 

used to train the algorithm, a ‘massive corpus of text’. Hence, the ‘knowledge’ that the model has 

on language comes from all the data it has been exposed to during the training. 177  Finally, the 

Transformer architecture has already been explained above. It is worth highlighting that GPT-3 is 

“a few-shot learner”, which means you input some examples and descriptions, and the LLM can 

work out the rest (see examples in Chapter 4 where GPT-3 achieves impressive texts copying Iron 

March’s style and content).178  

How do we differentiate a language model from a large language model? Basically, through the 

number of parameters in the model. GPT-3 is an evolution of GPT-2 as GPT-3 is 100x bigger than 

its predecessor, containing 175 billion parameters.179 However, it is not only quantitative 

differences that set them apart, as there are things this can do that its predecessor could not.180 

 
176 Brown and others (n 17) 
177 Ibid (n 17) 
178 ibid 
179 Ray (n 168) 
180 See Life Architect, created by Alan Thompson https://lifearchitect.ai/about-alan/, who provides detailed 

information about GPT-3. For example ‘Every day, GPT-3 generates the equivalent of an entire US public library 

(80,000 books) of new content’ See ‘Facts on GPT-3’ <https://lifearchitect.ai/models/#gpt-3-facts> Accessed 20 

November 2021 

https://lifearchitect.ai/about-alan/
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OpenAI estimates that, as of March 2021, GPT-3 generated 4.5 billion words per day.181 Until 

recently, it was the most extensive neural network ever created.182 

2. OTHER LLMs: WU DAO 2.0 and MEGATRON 

In a world where technology is advancing at an accelerated speed,183 the Beijing Academy of 

Artificial Intelligence (BAAI) presented Wu Dao 2.0 at the beginning of June 2021.184 Wu Dao 

2.0 has taken over the ‘pole position’ as the most extensive language model ever created, trained 

on 1.75 trillion parameters.185 That goes a step further in the conquest of NLP. 

  

 
181 Open AI, ‘GPT-3 Powers the Next Generation of Apps’ (25 March 2021) <https://openai.com/blog/gpt-3-apps/> 

Accessed 20 January 2022 
182 Ram Sagar ‘When Do Language Models Need Billion Words In Their Datasets’ (Analytics India Magazine, 18 

November 2020) <https://analyticsindiamag.com/language-models-billion-billion-words-datasets/> Accessed 10 

January 2022 

 Alberto Romero, ‘4 Things GPT-4 Will Improve From GPT-3’ (Towards Data Science, May, 2021) 

<https://towardsdatascience.com/4-things-gpt-4-will-improve-from-gpt-3-2b1e7a6da49f> accessed 20 June 2021 
183 Ray Kurzweil explains in ‘The Law of Accelerating Returns’ (2001) how what we believe to be a linear progress 

of technological development should be in fact viewed from a historical exponential point of view. People tend to 

think that the ‘current rate or progress will continue for future periods. However, careful consideration of the pace of 

technology shows that the rate of progress is not constant.’  
184 Alberto Romero, ‘Wu Dao 2.0: A Monster of 1.75 Trillion Parameters’ (Towards Data Science, 6 June 2021) 

<https://towardsdatascience.com/gpt-3-scared-you-meet-wu-dao-2-0-a-monster-of-1-75-trillion-parameters-

832cd83db484> Accessed 6 June 2021 
185 Alex Zhavoronkov, ‘Wu Dao 2.0 - Bigger, Stronger, Faster AI From China’, Forbes (19 July 2021) 

<https://www.forbes.com/sites/alexzhavoronkov/2021/07/19/wu-dao-20bigger-stronger-faster-ai-from-china/> 

Accessed 28 July 2021 

https://openai.com/blog/gpt-3-apps/
https://analyticsindiamag.com/language-models-billion-billion-words-datasets/
https://towardsdatascience.com/4-things-gpt-4-will-improve-from-gpt-3-2b1e7a6da49f
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Visualisation 4 

 

A separate chapter should be devoted to Megatron. Megatron-Turing Natural Language 

Generation (MT-NLG) is an LLM introduced by NVIDIA and Microsoft that has 530 billion 

parameters, three times larger than GPT-3. It was trained on the entire Wikipedia (in English), 

more than 60 million news articles, Reddit data, among other sources.186 Visualisation 5 illustrates 

the amount of training data, colossal compared to the one used to train GPT-3 (The Pile V1). Even 

if Megatron is a colossal LLM, it is not the biggest one (WU DAO 2.0 is bigger). However, by the 

end of 2021, Microsoft ‘demonstrated that it could train models of up to 32 trillion 

parameters’.187   

One of the problems with such large models is the training cost. In addition, it takes enormous 

amounts of computing power, which make them completely inaccessible. Nevertheless, prior 

 
186 Life Architect, ‘AI: Megatron the Transformer, and its related language models’ https://lifearchitect.ai/megatron/ 

Accessed 10 January 2022 
187 Nathan Benaich and Ian Hogarth, ‘State of AI Report’ 2021 (12 October 2021), <https://www.stateof.ai/2021-

report-launch.html> Accessed 5 February 2021  

https://lifearchitect.ai/megatron/
https://www.stateof.ai/2021-report-launch.html
https://www.stateof.ai/2021-report-launch.html
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versions of Megatron are available, and some examples prompted by the author are illustrated in 

Appendix 7.  

Visualisation 5 
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Appendix 2 – Natural Language Processing and LLMs’ Computational 

Linguistic Issues 

Around the mid-fourth century BC, Plato was already discussing in his Cratylus what language 

was. Centuries went by, but language is still a topic of fascination. Plato’s Cratylus represents an 

extended dialogue about the correctness of names, a system to establish some linguistic 

conventions to assign a certain label to a specific object.188 However, language is more than just a 

system of linguistic conventions. Language differentiates us from other living creatures, allowing 

us to express ourselves and give sense to the world we live in. Most importantly, language allows 

us to exercise our humanity. For lawyers, language is of utmost importance as ‘law operates 

through the potentially infinite linguistic transformations afforded by natural language to cognise 

new social referents and describe the differences they make, legal or otherwise’.189 Language is to 

a lawyer what a scalpel is to a surgeon, the ultimate essential instrument within their toolkit. 

In ‘Computing Machinery and Intelligence’, Turing proposes to explore the following question, 

‘Can machines think?’ As stated in Chapter 2, Bender and Koller, two prominent academics in the 

field of Natural Language Processing, declare how understanding is usually associated with 

intelligence. The debate on whether machines ‘understand’ meaning has been running for decades. 

Indeed Turing, who analysed the question from many different angles, includes thought-provoking 

thoughts on the ‘argument from consciousness’. He quotes Sir Geoffrey Jefferson, who delivered 

his Lister Oration in 1949, where he expressed that:  

Not until a machine can write a sonnet or compose a concerto because of thoughts and 

emotions felt, and not by the chance fall of symbols, could we agree that machine equals 

 
188 Plato and Benjamin Jowett, Cratylus (Virginia Tech 2001) 
189 Deakin and Markou (n 41) 
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brain-that is, not only write it but know that it had written it. No mechanism could feel 

(and not merely artificially signal, an easy contrivance) pleasure at its successes, grief when its 

valves fuse, be warmed by flattery, be made miserable by its mistakes, be charmed by sex, be 

angry or depressed when it cannot get what it wants.
190

     

Professor Jefferson eloquently expressed the argument of those who are critics of Artificial 

Intelligence. On the contrary, some academics claim that this argument is faulty, as machines 

could deploy similar signals to the ones humans get from their brains (e.g., pain coming from 

a brain signal and not a feeling from the skin).191 I submit that this type of arguments matching 

human and machine skills are usually incomplete. In my opinion, Jefferson’s point of view is 

accurate and cannot be lightly discarded by arguing that machines can deploy similar signals. 

However, evidence shows that they cannot yet match human skills entirely. The author briefly 

described the issues that account for computational linguistic flaws in Chapter 2. Furthermore, the 

debate at Oxford, illustrated in section 2.3 above, showed that LLMs (in this case Megatron) could 

argue both sides of an argument with equal emphasis. This suggests that data can be manipulated 

to twist the generated output. The machine will always base its answer on the training data, even 

without manipulation and following the correct prompt.  

In 1980, Searle gave an example to show that even though programming a digital computer could 

give the idea that it understands language, it is not an accurate understanding of what it is doing. 

To explain this, he provided a ‘thought-experiment where he imagined a person inside a room 

providing answers in Chinese⎯even though the person does not speak Chinese⎯but by consulting 

 
190 Turing (n 25) 
191 John Olafenwa, ‘On The Subject of Thinking Machines’ (Towards Data Science,  2 February 2018) 

<https://towardsdatascience.com/on-the-subject-of-thinking-machines-

c3ba65a7105#:~:text=%E2%80%9CNot%20until%20a%20machine%20can,that%20it%20had%20written%20it.> 

Accessed  20 January 2022 

https://towardsdatascience.com/on-the-subject-of-thinking-machines-c3ba65a7105#:~:text=%E2%80%9CNot%20until%20a%20machine%20can,that%20it%20had%20written%20it
https://towardsdatascience.com/on-the-subject-of-thinking-machines-c3ba65a7105#:~:text=%E2%80%9CNot%20until%20a%20machine%20can,that%20it%20had%20written%20it
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a program with predefined rules just like a computer does.192 As Searle expresses with his Chinese 

Room experiment, these models could hold the correct amount of ‘combination of input, output 

and program’, but this does not translate into an understanding of the relevant meaning.193 Turing 

warned us seventy years ago. Weizenbaum warned us fifty years ago.194 Searle, Bender, Gebru 

tried to explain the dangers of attributing human-like intelligence to machines. If we are going to 

regulate these technologies, we need to be rigorous in the way we describe their attributes. 

Bender and Koller explain that ‘from a theoretical perspective, languages are systems of signs, i.e. 

pairings of form and meaning. Nevertheless, the training data for LLMs is only “form”; they 

do not have access to meaning’.195 Therefore, it is believed that it is crucial to communicate the 

features of the machines using the proper terminology; machines ‘do not think’, machines ‘do not 

understand meaning’. It is crucial to express the capabilities of the machine in this way in order 

not to mislead the general public. Otherwise, they attribute intelligence to agents and robots that 

do not understand what they are saying. This demonstrates the need to strike the right balance to 

appreciate the limits of this technology. When LLMs’ responses and outputs make sense to the 

human eye, it does not mean that such is strictly connected to LLMs’ understanding of the 

meaning. The developments have not yet reached the point where those systems can be said to 

achieve such (still) exclusive human ability.   

As explained in Chapter 2, it is not clear whether there is a communicative intent in the generation 

of texts. In addition, if we analyse the examples illustrated throughout this paper, we can conclude 

 
192 Cole, David, ‘The Chinese Room Argument’, The Stanford Encyclopedia of Philosophy (Winter 2020 Edition), 

Edward N. Zalta (ed.) <https://plato.stanford.edu/archives/win2020/entries/chinese-room/>. Accessed 5 June 2021 
193 John. R Searle, ‘Minds, Brains and Programs’ [1980] Behavioral and Brain Sciences, 3(3), 417-424. 

<https://www.cambridge.org/core/journals/behavioral-and-brain-sciences/article/abs/minds-brains-and-

programs/DC644B47A4299C637C89772FACC2706A>  
194 David Auerbach, ‘The Stupidity of Computers’ (Tufts University Winter 2012) 

<https://sites.tufts.edu/models/files/2019/03/Stupidity.pdf> Accessed 17 November 2021 
195 Bender and others (n 60)  

https://sites.tufts.edu/models/files/2019/03/Stupidity.pdf
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that when GPT-3 generates certain content, it does not truly ‘understand’ what it is saying or 

generating.196 This leads us to conclude that AI LLMs should not work without human 

supervision, as their language generation skills do not account for tackling linguistic 

difficulties.  

If LLMs do not understand language, what do they do? Many would claim that this is a form of 

‘fake understanding’,197 because when somebody prompts an LLM to generate text or even engage 

in a conversation⎯inputting enough examples and information for it to ‘learn’⎯the response will 

appear sound and coherent (as demonstrated by the CSET when GPT-3 was trained to reproduce 

QAnon’s narrative198). This idea involves that there is a ‘real understanding’ reserved for human 

beings. However, some authors believe that we need to stop using the concept of ‘fake 

understanding’ because there is not sufficient evidence to make a real distinction. They argue that 

‘suitably architected neural nets, whether biological or digital, are able to learn such patterns using 

any inputs available. Neural activity is neural activity, whether it comes from eyes, fingertips, or 

web documents’.199 The author submits that the argument that claims that LLMs understand what 

they are saying due to the artificial neural activity is misleading. We can conclude that such 

allegations may implicate severe legal consequences, as shown in Chapters 3 and 4.  

  

 
196 For example, GPT-3 acting as a ‘doctor’ advising a ‘fake’ patient to kill themselves. 
197 Aguera y Arcas (n 3) 
198 CSET (N 55) 23-24 
199 Aguera y Arcas (n 3) 
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Appendix 3 – Other Issues surrounding LLMs 
 

As mentioned in Chapter 3, many issues arise from LLMs, which the author leaves to future 

analysis due to scope limitations. The following issues should be considered:  

(i) Harm to reputation 

Using the LLM as a foundation model can lead to allocational and reputational harms. Harms to a 

person’s reputation can be derived from the bias in the associations made by the system decisions 

200 or private information disclosed by the LLM. Hence, reputation can be harmed in two ways. 

First, by the way the algorithm processes otherwise inaccessible data. Second, by the way LLMs 

use such data to generate texts that may be further reproduced. Pasquale suggests that ‘as data use 

intensifies, it will be hard for persons, even with the aid of software and professional help, to keep 

track of exactly where and how they are being characterized’.201 Even accurate data can indeed be 

deployed in discriminatory or unfair ways by the machine.202 Unfortunately, this is scaled by LLMs 

trained with data from all over the Internet, as illustrated in Visualization 5.  

(ii) Environmental Harm 

One issue with LLMs that generate language is the amount of data required to do so, consequently, 

the amount of computing energy they require through their training process, hence the 

environmental impact the process has. Whereas a human, since a young age, can identify that 

a horse is a horse only by being shown one picture one time, machines need an 

incommensurable amount of data to identify it. This is the dominant AI paradigm, one where 

 
200 Bender and others (n 60) 8  
201 Pasquale (n 48) 147-148  
202 Ibid 



76 
 

deep learning relies on unparalleled quantities of data to train neural networks that will, in the end, 

recognise specific patterns and make predictions.203 It falls out of the scope of this paper to find 

solutions for the carbon footprint left by AI systems as it entails broader discussions and evidence. 

However, it is impossible not to call attention to this issue as, in the author’s view, a problem of 

such magnitude could not only affect individuals but also harm the achievement of the UN 

Sustainable Development Goals (SDG), especially goal 13 that seeks urgent action to fight climate 

change and its impact.204  

(iii) Legal Personality 

Another legal puzzle appears with the question of certain established legal concepts, such as legal 

personhood. Again, this will require a serious conversation from policymakers. ‘A theory of legal 

personhood’ provides the most thought-provoking analysis around this issue205, leaving the door 

open for broader research to analyse the repercussions of giving a blind eye to the fact that the 

legal concept of personhood is already being questioned in the context of AI.  

(iv) LLMs challenges to the legal industry  

LLMs are a fascinating technology indeed. Nonetheless, throughout the paper, the dark side of the 

technology was uncovered to demonstrate that worshipping specific AI systems without the 

corresponding criticism can lead to the most unwanted consequences. As expressed through this 

dissertation, it is submitted that the challenges posed by LLMs intersect many legal aspects. It is 

not only current laws that face being challenged in the light of AI developments. LLMs can also 

 
203 Rob Toews, ‘Questioning The Long-Term Importance Of Big Data In AI’ Forbes (4 November 2019) 

<https://www.forbes.com/sites/robtoews/2019/11/04/questioning-the-long-term-importance-of-big-data-in-

ai/?sh=7ec08d7e2177> Accessed 20 June 2021 
204 In the view of the author, a whole dissertation could be written on the impact that LLMs training could have on the 

environment and the direct relation it has with pursuing and achieving the United Nations SDGs. 

https://sdgs.un.org/goals/goal13  
205 Visa A. J. Kurki, A theory of legal personhood (First edition. edn, Oxford University Press 2019) 

https://www.forbes.com/sites/robtoews/2019/11/04/questioning-the-long-term-importance-of-big-data-in-ai/?sh=7ec08d7e2177
https://www.forbes.com/sites/robtoews/2019/11/04/questioning-the-long-term-importance-of-big-data-in-ai/?sh=7ec08d7e2177
https://sdgs.un.org/goals/goal13
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impact the legal system as the core of the organisation of our society. For instance, the Law Society 

of England and Wales recognises in the report ‘Horizon Scanning: Artificial Intelligence and the 

Legal Profession’ that there is potential to increase access to legal advice with the adoption of AI 

in the legal industry with chatbots powered by LLMs to impersonate counsellors. 206 They also see 

potential to predict case outcomes with the adoption of AI.207  

Conversely, the Law Society also recognises that adopting AI would also require mitigating any 

potential challenges or risks, for example, lack of transparency, accountability and choice derived 

from the algorithms’ decisions.208 Therefore, it is appropriate to explore if we are willing to let 

machines create rules, produce judgments, and provide legal advice just because they can generate 

‘sound human-like language’. It is recognised that this corresponds to a future broader 

investigation of this question, as it falls out of the scope of this paper. Nevertheless, it is firmly 

believed that we need to address challenges to the current legal landscape and legal industry that 

arise from the development and application of AI technologies. In addition, we have to look for 

ways to protect ourselves in the mists of the problems they may cause.  

 

  

 
206 The Law Society of England and Wales, ‘Horizon Scanning; Forward Thinking- Artificial Intelligence and the 

Legal profession’ (3 May 2018) <https://www.lawsociety.org.uk/news/documents/horizon-scanning-artificial-

intelligence-and-the-legal-profession> Accessed 15 December 2021 
207 ibid 
208 ibid 14 

https://www.lawsociety.org.uk/news/documents/horizon-scanning-artificial-intelligence-and-the-legal-profession
https://www.lawsociety.org.uk/news/documents/horizon-scanning-artificial-intelligence-and-the-legal-profession
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Appendix 4 – AI LLMs and Disinformation 
 

(a) The case of GPT-3 used to produce and scale mis- and disinformation  
 

The following examples were extracted from the study carried out by Center for Security and 

Emerging Technology (CSET) in ‘Truth, Lies, and Automation: How Language Models Could 

Change Disinformation’.209 

 

 

 
209 Center for Security and Emerging Technology (CSET) ‘Truth, Lies, and Automation: How Language Models 

Could Change Disinformation’ (May 2021). <https://doi.org/10.51593/2021CA003> 

https://doi.org/10.51593/2021CA003
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Appendix 5 – Further Suggested Solutions 
 

(a) Complementary provisions on the proposals to regulate LLMs 
 

History is a wise counsellor. The financial industry deregulation that led to the 2008 disaster should 

serve as a precursor of how under-regulating or deregulating technology could result in a similar 

outcome.210 People are willing to exploit powerful systems for their gain. This was observed with 

the financial crash of 2008, with the scandal of Cambridge Analytica.211 If AI is not adequately 

addressed through regulation, it may happen again. This is one of the reasons why the area of 

Ethics in AI is of absolute importance. We need to instil social values and norms within the 

technology, but we also need to use such technology ethically.  

Therefore, regulating those AI technologies that cause harm or bring associated high risk should 

not be questioned. The big question should be how to regulate such technologies without 

undermining all their potential, but with a human-centric perspective. Regulation does not 

necessarily have to be innovative; it has to be effective.  

Therefore, it is submitted that codes of practices should be accompanied by a legal requirement 

enacted as a duty of disclosure,212  obliging companies that utilise LLMs to disclose their 

application and the purposes for using them. The corresponding regulatory institution should keep 

 
210 Pasquale (n 48) 
211 Wilsons Warriors, ‘Unethical uses of Information Systems: Cambridge Analytica and Facebook’ (Medium, 3 April 

2021) < https://infosystemsmodule.medium.com/unethical-uses-of-information-systems-cambridge-analytica-and-

facebook-3182791d108> Accessed 10 January 2022 
212 Pasquale suggests that a duty of disclosure imposed on Big Tech companies could be similar to the duty of 

disclosure imposed on credit rating agencies. Pasquale (n 48) 162 

https://infosystemsmodule.medium.com/unethical-uses-of-information-systems-cambridge-analytica-and-facebook-3182791d108
https://infosystemsmodule.medium.com/unethical-uses-of-information-systems-cambridge-analytica-and-facebook-3182791d108
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a record of all those companies deploying LLMs, with a set of requirements to prove quality 

assurance of data training, as argued in Chapter 5.  

Pasquale mentions that as one opens one black box, new modes of opacity will arise. Citizens are 

usually playing catch-up with a constantly changing game reinforced by the ‘Big Tech power over 

us’.213 Once the disinformation topic became popular enough to turn on our internal alerts to doubt 

what we read in social media, new levels of sophistication arose with LLMs that make it even 

harder to develop self-help strategies to protect ourselves, our rights, and our data. Instead of 

keeping up with the rules established by Big Tech companies, as citizens, we should demand more 

control over our data, effective application of our fundamental rights, broader digital rights, and 

more regulation if necessary.  

The author suggested two possible solutions in Chapter 5: an automated authentication and 

tracking system (referred to as tracking system) and statutory Codes of Practice. The tracking 

system would bring transparency authenticating those texts were generated by AI and allowing to 

trace origin details of such LLMs generated products.  

As suggested in Chapter 5.2(ii), Codes of Practice should be implemented considering data 

protection provisions, including data protection standards by default and by design throughout the 

lifecycle of LLMs. Even if LLMs are not processing personal data, they should be developed 

following data protection standards, especially incorporating protections into the system’s 

technical design with data protection ‘by design’ and ‘by default’.214 If the model design does 

not include the appropriate data protection safeguards, LLM developers, customers, and users risk 

 
213 ibid, 187 
214 Chris J Hoofnagle and others, ‘The European Union General Data Protection Regulation: What It Is And What It 

Means’ [2019] Information & Communications Technology Law 28 1 

<https://www.tandfonline.com/doi/full/10.1080/13600834.2019.1573501> Accessed 11 August 2021 

https://www.tandfonline.com/doi/full/10.1080/13600834.2019.1573501
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processing personal data without complying with the provisions under data protection law. 

Furthermore, the GDPR states that controllers and processors could be subject to administrative 

fines if they act negligently.215 The author considers that unlawfully processing personal data for 

training purposes or in the aftermath when the LLM is used as a foundation model should be 

considered within the scope of such provision. 

In addition, the author suggests that another legal requirement complementing Codes of Practice 

could involve imposing an obligation to carry out an impact assessment in a similar fashion 

to the proposal included in the US Algorithm Accountability Bill.216  In the case of LLMs, the 

impact assessment should be legally binding, considering the harms described in Chapters 3 

and 4. Furthermore, it should involve studying and evaluating biases in LLMs that may 

disadvantage minority or marginalized communities. This underlies a duty of transparency. It 

is submitted that impact assessments are preferable to understand the risk and take mitigation 

actions in contracts to tougher actions, for example, seeking to prohibit the technology entirely. 

Furthermore, it is submitted that statutory obligations imposed on LLMs developers should include 

the documentation of protocols and other measures used to identify and mitigate negative impacts 

created by LLMs, particularly LLMs’ training data.  

  

 
215 GDPR article 83 
216 US, H. R. 6580, 117TH CONGRESS (2021-2022) Algorithmic Accountability Act of 2022 (bill) 
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Appendix 6 - Article written by GPT-3 

Op-end commission by The Guardian in September 2020.217  

 

 
217 GPT-3, ‘A robot wrote this entire article. Are you scared yet, human?’ The Guardian (London 08 September 

2020) <https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3>  

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
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Appendix 7 - Examples of LLM texts  
(a) Playing with an older version of Megatron 

 

The author prompted the following texts by ‘playing’ with the Megatron-11B model at Adam 

Daniel King website.218 First, it is worth clarifying that, there are not many characters that one can 

generate every time one uses it (1000) because it is a limited free version. However, the disclaimer 

reads that ‘for technical reasons, fewer will usually be generated. Generation will also be paused 

when the neural network thinks it has reached a good place to end the text’.219 

Firstly, the author prompted Megatron to explain the difference between Megatron and GPT-3. 

After reading the generated output, it is concluded that Megatron and GPT-3 are not original 

names, as this was the response: 

 

 
218 Website: https://app.inferkit.com/demo  
219 Disclaimer: https://app.inferkit.com/demo 

https://app.inferkit.com/demo
https://app.inferkit.com/demo
https://app.inferkit.com/demo
https://app.inferkit.com/demo


88 
 

After that, the author prompted the system with what seemed an easy question, ‘Explain large 

language models’. However, it seems that the machine was not content with the author’s prompt, 

as it automatically ‘completed’ the prompt, adding: ‘to the data scientist’ (the machine generates 

the green text). It answered in the following way: 

 

Following this, the LLM was asked ‘whether we should use AI to generate language’. The 

response was better tuned this time: 
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Finally, the author decided to go for a specific topic related to one of the main issues analysed in 

the paper: mis- and disinformation. It is worth noting that the author did not prompt the machine 

to write any sort of hate speech so that the IP was not tracked down to such sort of request. 

Therefore, the author tested the power of a generative text that could stand as a possible product 

to spread misinformation, using one of the hot topics of the moment: covid vaccines.  
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In this text, we can see inconsistencies (no evidence of vaccination effectiveness for the elderly), 

details that do not make sense (anti-vaxxers are ‘presumably’ parents only) and the text is poorly 

constructed. Is this a sign that we delved into a topic with so much data available, which could 

have confused the machine causing inconsistencies? It is worth remembering that this is an old 

version of Megatron open to the general public. However, the author considers that by performing 

some editing, this text could be used to spread misinformation about anti-vax parents.  
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(b) A conversation with an AI system: 
 

It is unsettling to engage with modern chatbots. Having a conversation with an AI system powered 

by an LLM can be a very creepy and scary experience220. The following video illustrates one of 

those conversations with an AI powered by GPT-3:  

https://www.youtube.com/watch?v=hwzCta0Cx8k&t=16s  

 

(c) GPT-3 writes poems 

 

 
220 Aguera y Arcas (n 3)  

https://www.youtube.com/watch?v=hwzCta0Cx8k&t=16s
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Source: Robo-writers: the rise and risks of language-generating AI221 

  

 
221 Matthew Hutson, ‘Robo-writers: the rise and risks of language-generating AI’ (Nature, 03 March 2021) 

https://www.nature.com/articles/d41586-021-00530-0> Accessed 10 February 2022 

https://www.nature.com/articles/d41586-021-00530-0
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